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Abstract

Due to magnetic catalysis, a strong magnetic �eld enhances the chiral condensate and thus might

also increase the vacuum mass of nucleons. In this thesis I show that magnetic catalysis can be

incorporated into e�ective models for dense nuclear matter. In order to discuss the resulting e�ect

on the transition between vacuum and nuclear matter, i.e. the baryon onset of nuclear matter, I

apply two relativistic �eld-theoretical models, the Walecka model and an extended linear sigma

model. In both models it can be shown that at su�ciently large magnetic �elds, the creation of

nuclear matter becomes energetically more costly due to the heaviness of the magnetized nucleons,

although the binding energy is also found to be increased by the magnetic �eld. These results are

connected to the correct renormalization in presence of magnetic �elds, which is derived in this

thesis. They are potentially important for dense nuclear matter in compact stars, especially since

previous studies in the astrophysical context always ignored the e�ect of magnetic catalysis.
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Kurzfassung

Auf Grund von magnetischer Katalyse verstärkt ein magnetisches Feld das chirale Kondensat,

wodurch erwartet werden kann, dass auch die Vakuummasse der Nukleonen erhöht wird. In dieser

Arbeit wird gezeigt, dass es möglich ist, magnetische Katalyse in e�ektiven Modellen für dichte

Kernmaterie zu berücksichtigen. Um den Ein�uss auf den Übergang von Vakuum zu Kernmaterie,

der �Baryon onset� genannt wird, zu berechnen, kommen zwei relativistische feldtheoretische Mod-

elle zum Einsatz, das Walecka Modell und ein erweitertes, lineares sigma Modell. In beiden Fällen

kann gezeigt werden, dass die Erzeugung von Kernmaterie bei genügend groÿen Hintergrundfeldern

durch die gröÿere Masse der magnetisierten Nukleonen energetisch schwieriger wird, obwohl auch

die Bindungsenergie durch das Magnetfeld erhöht wird. Diese Resultate, die mit einer korrekten

Renormalisierung in Anwesenheit von konstanten Magnetfeldern in Zusammenhang stehen, sind

potentiell wichtig für dichte Kernmaterie in kompakten Sternen, im Besonderen da vorhergehende

astrophysikalische Studien den E�ekt der magnetischen Katalyse stets vernachlässigt haben.
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Units and conventions

In this thesis I use natural Heaviside-Lorentz units. This means that we set ~ = c = kB = 1,

and choose electron volts as the unit of energy. As a consequence, lengths are given by inverse

energies, [l] = 1
eV . Sometimes, for comparison with existing literature, femtometers are used as a

unit of length. One femtometer, sometimes called one Fermi, are 1 fm = 10−15 mand correspond

to 1 fm = 1 ~c
MeV ≈ 197.327MeV−1. In order to be able to compare the strength of the occurring

magnetic �elds to the masses, we use [qB] = GeV2 and [m] = GeV. In natural units the electric

charge is dimensionless. This is not true if one wants to compare the �eld strengths to astrophysical

literature, where Gaussian units are common. For the proton, the charge is given by the elementary

charge, which can be calculated from the �ne structure constant, α = e2

4π ≈ 1
137 , leading to e ≈ 0.30

in our system of units. Using this, one obtains the conversion for the magnetic �eld strength,

qB = 0.1GeV2 is then equivalent to B = 1.7× 1019 G.

For the metric we use the mostly-minus convention of particle physics, gµν = diag(1,−1,−1,−1).

Throughout this thesis, most of the thermodynamical quantities are expressed as densities, since

we are working in the thermodynamic limit. For readability, the appendix �density� is omitted

whenever it is clear in the given context.
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1 Introduction

Compact stars are, solely beaten by black holes, the second densest objects in our universe. For a

rough estimate how incredible dense they are, one can calculate the density by plugging in typical

values of compact star radii, which are of the order of R ∼ 10 km, and masses, which can be

found in the range of one to two solar masses M�. With these numbers we end up with a density

a few times higher of the density of heavy nuclei, ρ ∼ 7 × 1014 gcm−3. Although compact stars

are �only� at the second place, they can be even more interesting in some context. Whereas black

holes can be described completely by only three parameters, namely their mass, charge and spin,

compact stars can serve as a laboratory for quantum chromo dynamics (QCD). This can be seen

by a look to the QCD phase diagram, which collects the equilibrium phases of QCD in the plane

of the quark or baryon chemical potential µ and temperature T (see Fig. 1.1). Compared to the

occurring chemical potential in compact stars, which are at the GeV scale, their temperatures

are rather low. Therefore, we merely �nd them close to the T = 0 axis. What is not clear a

priori, is in which phase they can be found. They might live in the region of hadronic matter

where quarks are con�ned into nucleons, but may also penetrate the decon�ned region, implying

that we could �nd quark stars in our universe. Since a compact star has a density pro�le ranging

from smaller densities at the surface to very high values at the core, all possible combinations of

the latter are possible, including several mixed phases. In order to unveil the truth, we have to

calculate measurable properties like mass-radius relations, cooling properties and rotation curves

of compact stars, which are strongly a�ected by the state of matter inside. However, this region

of low temperatures and intermediate densities is rather hard to tackle. At high values of both of

them, the coupling between quarks becomes su�ciently weak to render quarks asymptotically free,

so perturbation theory can be applied. At very low densities we can perform actual experiments in

the laboratory. After all, Hadrons are very hard to describe in terms of their fundamental degrees

of freedom, i.e. as a particle composite of quarks. This forces us to use e�ective models like they

are used in this thesis. Particularly interesting for us is the transition line between the vacuum

and the state of hadronic nuclear matter, which is called the baryon onset of nuclear matter.

Additionally, the phase diagram can be extended by several other axes, one of them being

a background magnetic �eld. Since the magnetic �ux is conserved in the creation of a compact

star, the magnetic �eld grows strongly as the star shrinks after it ran out of fuel. In this context,

compact stars with very strong magnetic �elds are called magnetars. At the surface, the magnetic

�elds can reach up to B . 1015 G [1], and are expected to be even higher in the core, possibly up

to 1018−20 G [2, 3]. For comparison, the magnetic �eld of the earth is around B ∼ 0.6 G and the

strongest magnetic �elds created in a laboratory are around B ∼ 105 G. Magnetic �elds might also

play a prominent role in neutron star mergers, since they are emitting gravitational waves which

can be observed directly. The emitted waves are very sensitive to the microscopic properties of the

matter inside the star, i.e. the equation of state, which is again in�uenced by the magnetic �eld of

the star [4]. In such a binary system, the magnetic �eld might become extremely large because of

the magneto-rotational instability [5], such that magnetic corrections to the equation of state get

very important. If one compares these �eld strengths to the square of the energy scale of QCD,

Λ2
QCD ∼ 1018 G, one can expect that these �elds indeed a�ect dense nuclear matter.

Although the baryon onset is known to be a �rst order phase transition and to take place at

a baryon chemical potential of µ0 = 922.7 MeV at B = 0, it is rather unclear how this transition

is changed in presence of a magnetic �eld. For quarks it is known that their mass is increased by

an e�ect called �magnetic catalysis� [6�15], which actually happens due to an, by the magnetic

�eld, increased chiral condensate [16�19]. Magnetic catalysis and the underlying chiral symmetry
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(a) Compact stars can be found nearly at T = 0 and
intermediate chemical potentials. The onset of nuclear
matter occurs around a quark chemical potential of
µq = 300 MeV . It is presented by the shorter, curved
red line, separating the vacuum from the nuclear mat-
ter phase in the hadronic part of the diagram .
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(b) In presence of a magnetic �eld it is unclear how
the transition lines have to be continued into the mag-
netic direction. The transition from vacuum to nuclear
matter will be studied in this work.

Figure 1.1: Sketch of the QCD phase diagram in the plane of quark chemical potential, temperature
and background magnetic �eld. In this thesis the transition between the vacuum and nuclear matter
in the hadronic phase and its extension into the direction of the magnetic axis at zero temperature
is studied.

will be explained in some detail in the next chapter. Since nucleons are composited particles of

quarks, magnetic catalysis can be expected to increase the vacuum mass of the nucleons too. This

is not the only contribution to the baryon onset, since the binding energy of nuclear matter is

also a�ected by external magnetic �elds. Therefore, even if the vacuum mass is enhanced with

the magnetic �eld, the behavior of the onset of nuclear matter is not trivial. I will show in this

thesis, that the onset chemical potential as a function of the magnetic �eld indeed is not necessarily

monotonic. In order to do so I apply to di�erent relativistic �eld theoretical models, the Walecka

model [20, 21], and an extended linear sigma model [22�29], which are introduced in Chap. 4 and

Chap. 5.

Of course it is not the �rst time that dense nuclear matter in magnetic �elds is studied, even

more complicated models than the used ones in this thesis has been elaborated [30�37]. In all

these works the divergent vacuum term has been simply omitted, like it was done in the Walecka

model without magnetic �eld before. In this case it has been shown by Glendenning, that a

correct renormalization can be done but only serves as minor correction [38�40]. This is still true

for the unmagnetized vacuum part in the presence of a magnetic �eld, which I show in appendix

B. Since magnetic catalysis is a vacuum e�ect, this �no-sea approximation� amounts to throwing

out important physical e�ects, so at least the B−dependent part should be kept and properly

renormalized, which is done in Chap. 3. This also has been done in the original works on magnetic

catalysis as well in many following studies, like in the Nambu-Jona-Lasinio (NJL) model [41�46],

a quark meson model [46�49] and the MIT bag model [50]. However, as far as we know, the

resulting publication of this thesis [51], is the �rst to include the e�ect of magnetic catalysis in a

relativistic mean-�eld description of nuclear matter. The e�ect of magnetic catalysis in the vacuum

is calculated and presented in Chap. 6, whereas in Chap. 7 the full baryon onset of nuclear matter

in a magnetic �eld is shown. These calculations do not make any qualitative predictions since
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the used models and parameters are unrealistic for nuclear matter in compact stars, where the

occurring densities are expected to be much higher than considered here. Additionally we neglect

the anomalous magnetic moment of the nucleons, we do not demand charge neutrality and beta

equilibrium and only consider isospin symmetric matter. The isospin symmetry is only broken due

to the di�erent charges of neutrons and protons. The possible formation of a nucleonic super�uid is

also neglected. Our study should merely be seen as a starting point for more realistic calculations

or as a step back in order to improve existing studies of nuclear matter in strong magnetic �elds.
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2 Chiral symmetry of Quantum Chromodynamics

�Chiral� originates in the Greek word for hand, so chiral symmetry refers to systems where left and

right handed objects exist and are treated equally. In quantum �eld theory, chiral symmetry means

that the left and right handed components of a Dirac spinor transform independently under chiral

transformations and the Lagrangian stays invariant. The strong interaction, which is described

by quantum chromodynamics (QCD), is known to exhibit an approximate chiral symmetry. To

understand this we take a look at the QCD Lagrangian:

LQCD = ψ̄ (iγµDµ + µγ0 −M)ψ + Lgluons . (2.1)

Here, ψ denotes the Dirac spinor of the quark �eld in color, �avor and Dirac space, and M =

diag (mu,md,ms) is the mass matrix in �avor space. Since the quark masses are not degenerated,

the QCD Lagrangian is not isospin symmetric. Dµ = ∂µ− igTaAaµ denotes the covariant derivative

containing the strong coupling constant g, the gauge �elds Aaµ and the generators of the SU(3)C

color gauge group, Ta = λa
2 , with the eight (a = 1, ..., 8) Gell-Mann matrices λa. The gluonic

part of the Lagrangian does not transform under chiral transformations of the quark spinors and

is therefore of no interest here. The chemical potential enters like the temporal component of a

gauge �eld with the zeroth Dirac gamma matrix γ0 [52]. Since we neglect weak interactions, all

�avors are conserved separately and enter the Lagrangian with their own chemical potential, so µ

has to be considered as a diagonal matrix in �avor space as well. In order to decompose a general

spinor into its left and right handed part we introduce the chirality projectors

PR =
1 + γ5

2
, PL =

1− γ5

2
. (2.2)

To show that these matrices obey the properties of projectors, which are idempotence, hermiticity,

orthogonality and completeness,

P 2
R/L = PR/L, P †R/L = PR/L, PLPR = 0, PR + PL = 1 , (2.3)

it is enough to remember the de�nition of the �fth gamma matrix, γ5 = iγ0γ1γ2γ3 that leads to

γ2
5 = 1 and γ†5 = γ5.

The spinor can now be decomposed using these projectors:

ψR/L = PR/Lψ ,

such that the sum of the two parts yields the full spinor again, ψ = PRψ+PLψ = ψR +ψL. Since

γ5 anti commutates with all other gamma matrices, the decomposition of the Lagrangian looks like

LQCD = ψ̄R (iγµDµ + µγ0)ψR + ψ̄L (iγµDµ + µγ0)ψL − ψ̄RMψL − ψ̄LMψR + Lgluons . (2.4)

In the massless case,M = 0, the Lagrangian is chirally invariant, i.e. separate rotations of the left

and right spinors leave it invariant. Therefore this limit is also called the chiral limit. As seen

before we only consider matter with three �avors since the remaining three �avors (charm, top and

bottom) are very heavy and normally not populated. Therefore the symmetry group structure is

given by

U(3)R × U(3)L , (2.5)
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and can be decomposed as

SU(3)R × SU(3)L × U(1)L × U(1)R . (2.6)

The Noether currents that correspond to these symmetries, Jµa,R/L = ψ̄R/Lγ
µtaψR/L where t0 = 1

and ta = Ta (a = 1, ...8), can be rewritten as an axial and a vector current. The vector current

corresponds to the baryon conservation and is therefore also denoted as U(1)B , the axial symmetry

is broken due to quantum e�ects, which is called the axial anomaly. The actual �avor group

symmetry SU(3)R × SU(3)L is called chiral symmetry group. In the case M 6= 0 but degenerated

quark masses (mu = md = ms), the chiral symmetry is explicitly broken, but the simultaneous

rotation of left and right handed spinors remains a symmetry, i.e. the remaining symmetry group

is SU(3)L+R.

Chiral symmetry can also be broken spontaneously by a chiral condensate of the form〈
ψ̄LψR

〉
, which is only invariant under simultaneous right and left handed rotations. This means

that the symmetry group G = SU(3)R × SU(3)L with dimG = 2
(
N2 − 1

)
= 8 + 8 = 16 is

broken down to the subgroup H = SU(3)L+R. with dimH = 8. Since the coset space G/H is

dimG−dimH = 8 dimensional we end up with 8 Goldstone bosons. Due to the explicit symmetry

breaking these bosons are not exactly massless but acquire small masses and therefore are some-

times called pseudo-Goldstone bosons. These bosons form the well known pion octet containing

the pions, kaons and η- mesons.

In this section I largely followed [53], where you can �nd more details on this subject.

2.1 Magnetic catalysis

In 1961 the physicists Nambu and Jona-Lasinio proposed the �rst time that �the nucleon mass

arises largely as a self-energy of some primary fermion �eld through the same mechanism as the

appearance of energy gap in the theory of superconductivity.� [54, 55] This means, that the mass

of the nucleons is mostly created dynamically by spontaneous symmetry breaking (SSB) of the

(approximate) chiral symmetry. This concept suggests that external conditions or physical param-

eters, which alters the chiral condensate, also alter the mass of the nucleon! One of these external

parameter is obviously a magnetic �eld. It has been shown that a su�ciently strong magnetic �eld

tends to increase (or �catalyze�) the chiral condensate or, more general, spin 0 fermion-antifermion

condensates. This e�ect was therefore named �magnetic catalysis� [8�10, 14, 56]. The underly-

ing physical mechanism is similar to the cooper pairing in superconductors described by BCS -

theory (Bardeen-Cooper-Schrie�er). The magnetic �eld restricts the motion of a charged particle

perpendicular to the �eld. Already at the classical level, the particle starts due spiral around

the �eld lines with the cyclotron frequency ωc. On a quantum mechanical level, this motion is

quantized, where as the motion in direction of the �eld is, classically and on the quantum level,

still free. If the particle is in the lowest possible energy state with zero energy contribution from

the cyclic motion around the magnetic �eld, the problem becomes e�ectively 1+1 dimensional and

the energy of the particle is simply given by εk =
√
m2 + k2

||. This dimensional reduction leads, in

complete analogy to BCS theory, to an nonvanishing condensate for an arbitrary small attractive

interaction. Since the coupling in the QCD vacuum is rather strong, the chiral condensate also

exists without magnetic �eld but is increased by the �eld. This is true for small temperatures. At

high temperatures the situation is slightly more complicated, where an �inverse magnetic catalysis�

can appear [18].

Due to the increasing chiral condensate, the magnetic �eld tends to increase the vacuum masses

of quarks [6�15]. It is not obvious that an increasing quark mass also leads to an increased nucleon

5



mass since the interaction between the quarks is also altered by the magnetic �eld. A recent work

[57] concludes that the magnetic �eld tends to reduce the mass of neutrons, composited of quarks.

In this work the e�ect of the chiral condensate has been neglected, so it is expected that these

two e�ects will counteract and both a�ect the e�ective mass of the nucleon. It might be possible

to include these e�ects in phenomenological models by taking the anomalous magnetic moment of

the nucleons into account which indeed seems to decrease the nucleon mass [33]. In this thesis,

nucleons are considered to be pointlike and the interaction between the quarks is neglected.
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3 Landau free energy and renormalization

In this section I follow, if not speci�ed otherwise, the publication of Florian Preis, Andreas Schmitt

and the author of this thesis, Ref [51]. Further information is extracted from the pedagogical works

of A. Schmitt and J. Kapusta, Refs [53, 58].

In this thesis I will investigate two di�erent models in order to show how magnetic catalysis

can be incorporated into phenomenological nuclear models. In a mean �eld approach, the e�ects

of the various mesonic condensates can be absorbed into an e�ective dynamic nucleon mass MN

and an e�ective chemical potential, µ∗, leading to an essentially free fermionic quantum �eld

theory. Due to the complete absorption of the e�ects of the nucleon interaction into the e�ective

parameters, they become implicitly dependent on temperature and chemical potential. Note that

the canonical variable to the baryon number N is still µ, where µ∗ now refers to the energy at

the Fermi level, Ef = µ∗ =
√
M2 + k2

F , with the Fermi momentum kF . This is important for

the correct thermodynamic relations. In this section we will derive the renormalized pressure in

the presence of a magnetic �eld. It is shown that the renormalization is not straight forward any

more if one includes a magnetic �eld and that the correct renormalization contains physical e�ects,

especially magnetic catalysis, and therefore must not be neglected.

Since we allow for particle creation and annihilation we are working in a grand canonical en-

semble and have to calculate the corresponding thermodynamic potential, the grand canonical

potential or sometimes also called Landau free energy. Starting from the internal energy E suc-

cessive Legendre transformations lead to the grand canonical potential,

Ω = E − TS − µN = −PV ,
Ω

V
= −P . (3.1)

From now on we will denote the Landau free energy density simply with Ω. Because of the connec-

tion of the free energy density to the pressure by multiplication with minus one, thermodynamical

equilibrium is reached at the state with the highest pressure, i.e. with the lowest free energy.

In both models I consider, the free energy can be written in a very general way,

Ω =
B2

2
+ U + ΩN . (3.2)

The �rst term is the contribution of the magnetic �eld, which points, without loss of generality,

into the z-direction, B = (0, 0, B)T . This term can be derived from the electromagnetic part of

the Lagrangian,

Lem = −1

4
FµνFµν =

1

2

(
B2 +E2

)
, (3.3)

where Fµν = ∂µAν −∂νAµ is the totally antisymmetric �eld strength tensor including the electro-

magnetic potential Aµ. In the Landau gauge the potential has no temporal component, which cor-

responds to a vanishing electric �eld E, and the curl of the spatial components of Aµ = (0, 0, Bx, 0)

yields the desired magnetic �eld term, B
2

2 . The second term is the model dependent tree-level po-

tential which is completely independent of the nucleons, and the last term is the nucleonic part of

the free energy. The concrete form of the tree-level potential does not matter for the renormaliza-

tion and will be speci�ed in the corresponding chapters separately.

The nucleonic pressure of a free �eld theory without magnetic �eld is well known and can be

found in literature, for instance in Refs. [53, 58]. Since the magnetic �eld only couples to the

charged protons and not to the neutral neutrons (the anomalous magnetic moment is neglected!),

the isospin degeneracy is broken, so all the results presented here are valid for a single type of a

7



spin- 1
2 fermion. For neutrons and therefore uncharged matter, i.e. qB = 0, the evaluation of the

path integral yields the free energy

ΩN (qB = 0) = −2
∑
e=±1

∞̂

−∞

d3k

(2π3)

{
εk + T ln

(
1 + e−

εk−eµ∗
T

)}
, (3.4)

where e = −1 corresponds to the anti-particle contribution that will vanish in the limit T → 0 since

the e�ective chemical potential is positive, µ∗ > 0, and the argument of the appearing Heaviside

theta function Θ (−µ∗ −M) is always negative. The dispersion relation for a free particle is given

by the relativistic energy-momentum relation,

εk =
√
k2 +M2 .

The integral over the excitation energies is divergent and has to be renormalized, what will be

done for charged matter later in this chapter respectively in App. (B) for uncharged particles.

The second part of the integral, which we will denote by ΩN,mat, can be solved analytically in

the zero temperature limit using limT→0 T ln
(
1 + e

x
T

)
= xΘ (x), where the theta function cuts

o� the momentum integral at the Fermi momentum kF . In compact stars this limit is a good

approximation, since the temperatures are typically in the keV range, whereas the masses and

chemical potentials of the nucleons and quarks are at the MeV or even at the GeV scale.

ΩN,mat(qB = 0) = −2

∞̂

−∞

d3k

(2π3)

{
T ln

(
1 + e−

εk−µ∗
T

)}

T=0−→ Θ (µ∗ −M)

π2

kFˆ

0

dk k2 (εk − µ∗)

= −Θ (µ∗ −M)

8π2

[(
2

3
k3
F −M2kF

)
µ∗ +M4 ln

kF + µ∗
M

]
. (3.5)

The theta function in the second line guaranties real energy states and therefore only allows a

matter contribution to the free energy if the e�ective chemical potential µ∗ is higher than the

e�ective mass M .

3.1 Solution of the Dirac equation in presence of a magnetic �eld

In the presence of a magnetic �eld the derivation of the pressure following the path integral method

is more complicated. However, it is enough to replace the dispersion relation by the dispersion

relation of a charged particle in a magnetic �eld as well to partially replace the momentum integral.

These replacement rules can be derived by solving the corresponding dirac equation. In order to

do so I present a derivation which can be found in Ref. [59].

The Dirac equation is obtained as the Euler Lagrange equation of motion (EL-EOM) by vari-

ation with respect to ψ̄ from the baryonic Lagrangian

LN = ψ̄
(
iγµD

µ −M + µγ0
)
ψ , (3.6)

where the magnetic �eld enters via the covariant derivative Dµ = ∂µ + iqAµ. Without loss of gen-

erality we choose the magnetic �eld to point in the z−direction, i.e. B = Bêz. As explained before,

this corresponds to a vector potential of the form Aµ = (0, 0, Bx, 0). The variation immediately

8



yields

(iγµ∂
µ + qγµA

µ −M)ψ = 0 . (3.7)

The chemical potential is actually not a part of the Hamiltonian and is suppressed, we can add it

at the end of the calculation to the energy eigenvalues obtained from the equation above. Since

the temporal component of the vector potential is zero the equation reduces to

(
iγµ∂

µ + qγiA
i −M

)
ψ = 0 . (3.8)

Separating the time derivative from the spatial components and shifting it to the other side leads

to the Schrödinger form of the Dirac equation with the corresponding Dirac Hamiltonian:

i
∂

∂t
ψ(X) = Ĥψ(X) (3.9)

Ĥ = γ0

[
γi
(
pi + qAi

)
+M

]
, (3.10)

were pi denotes the momentum operator −i∂i. Since the Hamiltonian has no explicit time depen-

dence we can calculate stationary solutions of the form ψ(X) = e−ip0tψ(x, y, z), which leads to the

stationary version of the Dirac equation for the time independent spinors,

Ĥψ(x, y, z) = p0ψ(x, y, z) . (3.11)

To solve the problem in an elegant way we de�ne an auxiliary operator T̂ 0 that commutes with

the Hamiltonian and therefore omits the same eigenfunctions. This operator is known as the

longitudinal polarization operator,

T̂ 0 =
1

M

[
γ0γiγ5

(
pi + qAi

)]
. (3.12)

The gamma structure of this operator is called Σ and can be expressed in the standard Dirac

representation with help of the Pauli matrices σi :

Σ = γ0γiγ5 =

(
σi 0

0 σi

)
. (3.13)

It is straightforward to show that these operators commute,
[
T̂ , Ĥ

]
= 0. Since this operator is

block diagonal we express it in the form

T̂ 0 =

(
τ̂0 0

0 τ̂0

)
, (3.14)

where τ̂0 is given by

τ̂0 =
1

M

[
σi
(
pi + qAi

)]
, (3.15)

=
1

M

[
σx

(
−i ∂
∂x

)
+ σy

(
−i ∂
∂y

+ qBx

)
+ σz

(
−i ∂
∂z

)]
.

Now we only have to solve the reduced eigenvalue problem for the auxiliary operator,

T̂ 0ψ = T 0ψ . (3.16)

Due to its block diagonal structure this equation splits into two identical di�erential equations for

9



the bispinors F . The entire solution is composed of two identical bispinors which can only di�er by

a multiplicative constant κ. Since the operator does neither depend on the coordinates y or z, we

can separate the momentum in y−and z−direction and write down the now solely x−dependent
Dirac spinor in the form

ψ(x, y, z) = ei(pyy+pzz)

(
F (x)

κF (x)

)
, F (x) =

(
f1(x)

f2(x)

)
. (3.17)

At this point it is suitable to introduce a new variable ξ =
√
qB
(
x+

py
qB

)
, with its derivative

d
dξ = 1√

qB
d
dx . Using again the standard representation of the Pauli matrices leads to the following

system of di�erential equations for the bispinor F (ξ) depending on the new variable ξ:

1

M

(
pz −i

√
qB d

dξ − ipy − iqBx
−i
√
qB d

dξ + ipy + iqBx −pz

)(
f1

f2

)
= T 0

(
f1

f2

)
. (3.18)

In this equation we recognize operators similar to the ladder operators of the quantum mechanical

harmonic oscillator:

a+ =
1√
2

(
ξ − d

dξ

)
, a- =

1√
2

(
ξ +

d

dξ

)
. (3.19)

As a function of these ladder operators the equation can be written as

1

M

(
pz −i

√
2qBa-

i
√

2qBa+ −pz

)(
f1(ξ)

f2(ξ)

)
= T 0

(
f1(ξ)

f2(ξ)

)
. (3.20)

Performing the matrix multiplication yields two coupled equations for the functions f1 and f2.

The �rst equation reads

f1(ξ) =
−i
√

2qB

MT 0 − pz
a-f2(ξ) . (3.21)

If we insert this into the second equation we obtain a decoupled di�erential equation for the function

f2(ξ): (
a+a- −

M2
(
T 0
)2 − p2

z

2qB

)
f2(ξ) = 0 . (3.22)

Using the product rule (the derivative of the �rst ladder operator also acts on the position operator

of the second one) we compute an equation that is identical to the quantum mechanical description

of a harmonic oscillator:(
d2

dξ2
− ξ2 + 1 +

M2
(
T 0
)2 − p2

z

qB

)
f2(ξ) = 0 , (3.23)

(
− 1

2M

d2

dξ2
+

1

2M
ξ2

)
f2(ξ) =

1

2M

(
1 +

M
(
T 0
)2 − p2

z

M

qB

)
︸ ︷︷ ︸

=̂E

f2(ξ) . (3.24)

In comparison, the Schrödinger equation for the one dimensional harmonic oscillator is given by(
− 1

2M

d2

dx2
− 1

2
Mω2x2

)
ψ = Eψ (3.25)

and obeys the quantized solutions

E = ω

(
ν +

1

2

)
. (3.26)
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If we compare this to Eq. (3.24), we can read of the equivalence of the frequency ω2=̂ − 1
M2 as

the prefactor of the quadratic term and obtain, after some basic algebraic rearrangements, the

eigenvalues of T 0:

T
0

= ± 1

M

√
p2
z + 2νqB . (3.27)

The eigenfunctions are now given by the Harmonic oscillator functions which can be expressed by

the Hermite polynomials. For the exact solutions, which are not of interest here, see [59] or [41].

Rewriting the original Hamiltonian in terms of the auxiliary operator allows us to compute the

eigenvalues of the original problem.

Ĥ = M

(
I2 τ̂0

τ̂0 −I2

)
, (3.28)

where I2 is the 2 × 2 identity matrix. Since we already know the eigenvalues of τ̂0 we obtain an

algebraic system of equations for the desired eigenvalues p0.

M

[(
I2 0

0 −I2

)
+ T 0

(
0 I2

I2 0

)](
F (ξ)

κF (ξ)

)
= p0

(
F (ξ)

κF (ξ)

)
. (3.29)

The solutions for p0 �nally turn out to be

p0 = εk,ν = ±
√
p2
z +M2 + 2νqB . (3.30)

We see that, compared to the B-independent dispersion relation εk =
√
k2 +M2, only the momen-

tum parallel to the magnetic �eld enters the relation. The perpendicular momentum is replaced

by the discrete, quantized Landau levels. The Landau e�ect is a quantum mechanical e�ect which

restricts the motion of a charged particle perpendicular to a magnetic �eld to quantized levels.

Already at the classical level, a charged particle spirals around the magnetic �eld lines, in a quan-

tum mechanical description these motion is now quantized, see Fig. 3.2. This e�ect can be seen in

De-Haas-van-Alphen oscillations and is very well known in condensed matter physics for instance.

The degeneracy of each level, i.e. the number of electrons that can populate a certain level, as well

the level spacing depends on the magnetic �eld. If the �eld rises, more and more particles of the

highest level drop into the energetic preferable lower level, which can contain more particles due to

the larger �eld. At one point, all the particles have leaved the former highest level and the Fermi

sphere becomes e�ciently smaller. These successive clearance of the levels can be seen in various

physical observables, for instance the baryon density at �xed chemical potential, see Fig. 3.1, or

the magnetic susceptibility in condensed matter. If the magnetic �eld is high enough, all particles

can be found in the ground state, ν = 0, which is called the lowest Landau level (LLL), and the

oscillations stop.

The momentum integral of the components parallel to the �eld has to be replaced by a discrete

sum. Following Ref. ([41]), we con�ne our particle into a box with Volume V = LxLyLz, assume

periodic boundary conditions and write down the general expression for the free energy density,

Ω = −T
V

Tr ln
−iωn + µ− ε

T
, (3.31)

= − T

LxLyLz
Tr ln

−iωn + µ− ε
T

,

with the fermionic Matsubara frequencies ωn and some suitable spectral decomposition ε of the

Dirac Hamiltonian. For a particle in a box the spacing between two states in momentum space is
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Figure 3.1: Baryon density of a free fermionic �eld at �xed chemical potential as a function of the
magnetic �eld. The density shows the successive occupation of the Landau levels, called De-Haas-
van-Alphen oscillations . Around 0.16 GeV2, the magnetic �eld is high enough such that only the
lowest Landau level (LLL) is occupied and the oscillations stop.
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Figure 3.2: Due to the Landau level structure the energy levels perpendicular to the magnetic �eld,
denoted by ν where ν = 0 is the lowest Landau level (LLL), are discrete and quantized, which
leads to the allowed particle trajectories in the right �gure.
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given by ∆ki = 2π
Li
. Without magnetic �eld we replace 1/V with ∆kx∆ky∆kz

(2π)3 , which leads in the

thermodynamic limit V → ∞to the standard momentum integral
´

d3k
(2π)3 . In the presence of a

magnetic �eld the same can still be done for the una�ected momentum in z-direction. The momen-

tum orthogonal to the �eld is replaced by the contribution of the Landau levels, so the trace has

to be calculated as the sum over all Landau levels. In this case, each level is degenerated. In order

to calculate the correct degeneracy factor we remember the variable transformation we performed

in solving the Dirac equation, ξ =
√
qB
(
x+

ky
qB

)
. The extremal values of the momentum ky can

be found at ξ = 0, where x is restricted to [0, Lx], so ky,max − ky,min = LxqB. Since ∆ky = 2π
Ly

is

still valid and ky,max−ky,min
∆ky

= LxLyqB/2π, each energy level for a given kz and ν is degenerated

by a factor of LxLyqB/2π. Performing the transformation for kz as before and taking the spin

degeneracy αν , which we will calculate later, into account yields

Ω = −T
ˆ
dkz
2π

∞∑
ν=0

LxLy
LxLy

qB

2π
αν ln

(
−iωn + µ− ε

T

)
, (3.32)

= −T
ˆ
dkz
2π

∞∑
ν=0

qB

2π
αν ln

(
−iωn + µ− ε

T

)
.

If we compare this result to the non interacting one we can read o� the replacement rule for the

integral, which we will use from now on instead of performing all calculations bottom up:

2

ˆ
d3k

(2π)
3 →

qB

4π2

∞∑
ν=0

αν

∞̂

−∞

dkz , (3.33)

where αν = 2− δν,0 is the spin degeneracy factor, which corresponds to the spin degeneracy factor

2 on the left hand side. One can see that all levels are occupied twice with exception of the LLL

which is a spin singlet state. This can be read o� from the spinor structure of the solution of

the Dirac equation, see Ref. ([41]), Eq. (24). Two of the four components are proportional to the

transition amplitude 〈ξ|ν − 1〉, the other two are proportional to 〈ξ|ν〉. Since 〈ξ| − 1〉 = 0 vanishes

we see that for ν = 0, i.e. the LLL, two of the four components are zero, so only one spin state is

occupied.

Now we have all the ingredients to calculate the �nite matter contribution of the charged

particles. We simply use the replacement rules calculated above and insert it into the �rst line

of Eq. (3.5). We apply the T → 0 approximation as before and end up with another analytical

solvable integral. Note that we changed the lower limit of integration to 0 where we use the

symmetry of the integral, which yields an additional factor of 2 in the integrand.

ΩN,mat = −
∑
e=±1

qBT

2π2

∞∑
ν=0

αν

∞̂

0

dkz ln
(

1 + e−
εk,ν−eµ∗

T

)
,

T=0−→ qB

4π2
Θ (µ∗ −M)

νmax∑
ν=0

αν

kF,νˆ

0

dkz (εk,ν − µ∗) ,

= − qB
4π2

Θ (µ∗ −M)

νmax∑
ν=0

αν

[
µ∗kF,ν −

(
M2 + 2νqB

)
ln

kF,ν + µ∗√
M2 + 2νqB

]
. (3.34)

In the second line the new B-dependent Fermi momentum in z-direction as well an upper limit

of the Landau sum occur due to the theta function Θ (µ∗ − εk,ν). In order to see this, we take a

closer look at the argument. The boundary of the integral is equal to the zero of the theta function,
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µ∗ −
√
k2
z +M2 + 2νqB = 0. Solving for kz yields the new Fermi momentum dependent of the

Landau level index ν,

kF,ν ≡
√
µ2
∗ − (M2 + 2νqB) (3.35)

For a given value of µ∗, the highest value for ν can be found for vanishing momentum, so νmax is

given by

νmax ≡
µ2
∗ −M2

2qB
. (3.36)

From this formula one can directly read of the condition for the validity of the LLL-approximation

by requiring the r.h.s of νmax to be smaller than one,

2qB < µ2
∗ −M2 . (3.37)

3.2 Renormalization1

Since we have calculated the �nite part of the matter contribution we turn back to the in�nite

contribution arising due to the integral over the excitation energies. For uncharged particles or

vanishing magnetic �elds this renormalization procedure has been carried out in literature and

found to only serve minor corrections to the equation of state [38]. In App. (B) it is shown that

its contribution to the onset in the Walecka model is negligible too.

For charged fermions in the presence of background magnetic �elds, many works in literature

have discussed the renormalization of the free energy although it has, to our knowledge, never

been applied to to a relativistic mean �eld model for nuclear matter. Although it can be found in

literature[60], I will present it in some detail since there exist di�erent results in the community. I

will show that these results are related by a di�erent choice of the renormalization scale `.

In order to regularize the divergent integral

ΩN,sea = − qB
4π2

∞∑
ν=0

αν

∞̂

−∞

dkzεk,ν (3.38)

we use the proper time method (see [61]) that has been widely used in the related literature, see

Refs. [8�10, 41, 43], where it has been shown that dimensional regularization leads to the same

result in Refs[44, 48, 50, 60]. Normally, this part is referred to as the vacuum contribution. Since

it is proportional to the e�ective mass M it depends implicitly on the chemical potential and

the temperature. Therefore, it is no vacuum contribution in the strict sense and we will rather

refer to it as a contribution of the charged Dirac sea, ΩN,sea. To summarize we have decomposed

the nucleonic contribution of the free energy ΩN (M (B,µ, T ) , µ, T ) into a matter- and a sea

contribution,

ΩN = ΩN,mat + ΩN,sea . (3.39)

The sea contribution depends, as mentioned before, only implicitly on the chemical potential and

the temperature, ΩN,sea = ΩN,sea (M (B,µ, T ) , 0, 0). This decomposition is somehow arbitrary,

however, had we only subtracted the �pure� magnetized vacuum, ΩN,sea (M (B, 0, 0) , 0, 0), the

matter contribution would still not have been �nite.

In order to regularize the sea contribution we start with rewriting the integrand by using the

1 This section is an expanded discussion of chapter III of our paper [51].
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Schwinger representation,

1

xa
=

1

Γ (a)

∞̂

0

dτ τa−1e−τx , (3.40)

which is an exact relation and yields

ΩN,sea = − qB

Γ
(
− 1

2

)
2π2

ˆ
dτ τ−3/2e−τM

2
∞∑
ν=0

ανe
−2νqBτ

∞̂

0

dkze
−τk2

. (3.41)

Here we identi�ed the square of the dispersion relation with x = k2
z + M2 + 2νqB and therefore

obtain a = − 1
2 . The value of the gamma function Γ(n) =

´∞
0
dt tn−1e−t evaluated at − 1

2 is given

by Γ
(
− 1

2

)
= −2

√
π, which leaves us with

ΩN,sea =
qB

(2π)
2√

π

ˆ
dτ τ−3/2e−τM

2
∞∑
ν=0

ανe
−2νqBτ

∞̂

0

dkze
−τk2

. (3.42)

The separated momentum integral is a Gauss integral that can be computed analytically,
´∞

0
dkze

−τk2

=
√
π

2
√
τ
. The sum over the exponential of the magnetic �eld, i.e. the sum over all Landau levels, con-

verges to the hyperbolic cotangent,
∑∞
ν=0 ανe

−2νqBτ = coth (qBτ),

ΩN,sea =
qB

8π2

∞̂

0

dτ

τ2
e−τM

2

coth (qBτ) . (3.43)

This integral is still divergent, therefore we replace the lower boundary by the inverse square of the

ultraviolet momentum cuto� Λ, 1
Λ2 (this is done in order to keep the arguments of the exponential

functions in Eq. (3.42) dimensionless, such that the Schwinger variable τ has to carry units of

inverse energy squared, [τ ] = 1
E2 ). Applying the limit limqB→0 qB coth qBτ = 1

τ allows us to

calculate the B = 0 contribution,

ΩN,sea(qB = 0) =
1

8π2

∞̂

1/Λ2

dτ

τ3
e−τM

2

, (3.44)

=
1

16π2

[
e−M

2/Λ2 (
Λ4 −M2Λ2

)
−M4Γ

(
0,−M

2

Λ2

)]
,

with the incomplete Gamma function Γ(a, x) =
´∞
x
ta−1e−t. This term can alternatively be cal-

culated by integrating the B-independent vacuum term from Eq. (3.4) using a direct momentum

cuto� for the regularization, see appendix B. As a �rst guess it sounds reasonable that the diver-

gence originates only from this pure vacuum contribution. However, if this integral is subtracted

from the original one, the result is still divergent.

qB

8π2

∞̂

1
Λ2

dτ

τ2
e−τM

2

coth (qBτ)− 1

8π2

∞̂

1/Λ2

dτ

τ3
e−τM

2

=
(qB)

2

8π2

∞̂

qB

Λ2

ds

s2

(
coth s− 1

s

)
e−2sx , (3.45)

where we introduced the abbreviation x ≡ M2

2qB . Additionally, we performed a simple substitution

of the form qBτ ≡ s, which changes the lower boundary of the integral to qB
Λ2 . The divergence

is located at the lower boundary of the integral, consequently it is called an ultra violet (UV)

divergence. The infrared (IR) region is �ne since the integral is exponentially damped. The
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general way to proceed is to add and subtract an additional integrand in such a way that the

di�erence of them becomes �nite and we only have to use a cuto� for the newly added integrand.

In order to locate the exact origin of the divergence we take a look at the series expansion of the

latter integrand.

(qB)
2

8π2

1

s2

(
coth s− 1

s

)
e−2sx =

(qB)2

12π2

(
1

2s
− x
)

+O(s) , (3.46)

which is, in lowest order, identical to the series expansion of a simpler integrand,

(qB)
2

8π2

1

3s
e−2sx =

(qB)2

12π2

(
1

2s
− x
)

+O(s) .

In contrast to the complicated integral over the hyperbolic cotangent, this function can be inte-

grated analytically using the cuto� for the lower boundary:

(qB)
2

8π2

∞̂

qB

Λ2

ds
1

3s
e−2sx =

(qB)2

24π2
Γ

(
0,
M2

Λ2

)
.

We are now going to add this integrand to the qB = 0 contribution which still can be regularized

per cuto� as shown before, and subtract it from the di�erence of both contributions in order to

make this integral �nite. This allows us to extend the boundaries to the complete interval [0,∞).

ΩN,sea =
(qB)

2

8π2

∞̂

qB

Λ2

ds

s2

(
1

s
+
s

3

)
e−2sx +

(qB)
2

8π2

∞̂

0

ds

s2

(
coth s− 1

s
− s

3

)
e−2sx . (3.47)

It is possible to rewrite the second part, which is �nite, in such a way that we can extract the

integral de�nition of the Hurwitz zeta-function, Γ(n)ζ(n, s) =
´∞

0
tn−1e−st

1−e−t for <n > 1. For this

purpose we use the exponential form of the hyperbolic cotangent, coth(s) = ex+e−x

ex−e−x = 1+e−2x

1−e−2x .

(qB)
2

8π2

∞̂

0

ds

s2

(
coth s− 1

s
− s

3

)
e−2sx =

(qB)
2

8π2

∞̂

0

ds

s2

(
1 + e−2s

1− e−2s
− 1

s
− s

3

)
e−2xs =

(qB)
2

4π

∞̂

0

du

(
uce−xu

1− e−u
+
uce−u(1+x)

1− e−u
− 2uc−1e−xu − 1

6
uc+1e−xu

)
. (3.48)

In the last line the substitution 2s = u is made and the constant c = −2 is introduced in order

to read o� the special functions mentioned above. The �rst two expressions represent the Hurwitz

zeta-function, the second two terms are simple gamma functions. For the moment we neglect that

<c < 1 and leave it general, so we end up with

(qB)
2

4π

[
Γ(c+ 1)ζ(c+ 1, x) + Γ(c+ 1)ζ(c+ 1, 1 + x)− 2x−cΓ(c)− 1

3
x−2−cΓ(2 + c)

]
. (3.49)

If we perform a series expansion around c = −2, we recognize that all divergent terms cancel

as expected, and that all terms higher than zeroth order, O
(
c0
)
, are proportional to c + 2 and

therefore vanish in the limit c→ −2. After some simpli�cations one arrives at
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ΩN,sea = ΩN,sea (qB = 0) +
(qB)2

24π2
Γ

(
0,
M2

Λ2

)
+ (3.50)

(qB)2

24π2

[
1− 3x2 + lnx+ 6x2 lnx− 6ζ

′
(−1, x)− 6ζ

′
(−1, 1 + x)

]
.

The second term originates from the additional integral which rendered the di�erence of the

B−dependent and independent part �nite. The Hurwitz zeta-function can be related to the normal

zeta-function with the help of the Digamma function ψ = Γ′(x)
Γ(x) via ζ ′(−1, 1+x) = x lnx+ζ ′(−1, x)

and ζ ′(−1, x) = ζ ′(−1) + x2

2 −
x
2 (1 + ln 2π) + ψ(−2) (x). For this purpose the n−th derivative of

the Digamma function ψ(n) hast to be analytically continued to negative values of n. Using these

identities and the de�nition of the Glaisher constant lnA = 1
12 − ζ

′(−1) with the numerical value

A ≈ 1.282, we compute

ΩN,sea = ΩN,sea (qB = 0) +
(qB)

2

24π2
Γ

(
0,
M2

Λ2

)
(3.51)

− (qB)
2

2π2

[
x2

4
(3− 2 lnx) +

x

2

(
ln

x

2π
− 1
)

+ ψ(−2) (x)− lnA− lnx

12

]
.

Beside the B-independent contribution, there is another divergent contribution in the limit

Λ→∞ originating in the incomplete Gamma function Γ
(

0, M
2

Λ2

)
of the additional integrand. This

contribution must now be absorbed into a renormalized magnetic �eld Br and electric charge qr.

In order to do so we remember that the complete free energy also contains a free �eld contribution
B2

2 . At �rst we expand Γ
(

0, M
2

Λ2

)
for large values of the cuto�,

Γ

(
0,
M2

Λ2

)
= −

(
γE + ln

M2

Λ2

)
+O

(
M2

Λ2

)
, (3.52)

= −
(
γE + ln

M2

`2
+ ln

`2

Λ2

)
+O

(
M2

Λ2

)
,

with the Euler-Mascheroni constant γE ≈ 0.577. In the second line we introduced the renormal-

ization scale ` via the identity ln `
` = ln 1 = 0. This allows us to separate the in�nite cuto� by the

introduction of a �nite, for the moment arbitrary energy scale `.

The next step is to introduce the renormalized coupling q2 = Z−1
q q2

r and the renormalized

magnetic �eld B2 = ZqB
2
r such that the product of them remains invariant, qrBr = qB. If one

chose

Zq = 1 +
q2
r

12π2

(
γE + ln

`2

Λ2

)
, (3.53)

one can show that all divergent terms get absorbed into the new renormalized �eld and charge.

As noted before, we expand the divergent term and also take the free �eld term into account and

�nally switch to the renormalized quantities.

B2

2
+

(qB)
2

24π2
Γ

(
0,
M2

Λ2

)
=

B2

2
− (qB)

2

24π2

(
γE + ln

M2

`2
+ ln

`2

Λ2

)
, (3.54)

=
B2
r

2

[
Zq −

q2
r

12π2

(
γE + ln

M2

`2
+ ln

`2

Λ2

)]
,

=
B2
r

2

[
1 +

q2
r

12π2

(
γE + ln

`2

Λ2

)
− q2

r

12π2

(
γE + ln

M2

`2
+ ln

`2

Λ2

)]
,

=
B2
r

2
− (qrBr)

2

24π2
ln
M2

`2
.
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Note that the free �eld term B2
r

2 is the only one where the magnetic �eld does not enter in combi-

nation with the charge. Consequently, the sea-contribution together with the free �eld part now

reads

ΩN,sea +
B2
r

2
= Ω (qB = 0) +

B2
r

2
− (qrBr)

2

24π2
ln
M2

`2
(3.55)

− (qrBr)
2

2π2

[
x2

4
(3− 2 lnx) +

x

2

(
ln

x

2π
− 1
)

+ ψ(−2)(x)− lnA− lnx

12

]
,

= Ω (qB = 0) +
B2
r

2
− (qrBr)

2

24π2
ln

2qrBr
`2A12

− (qrBr)
2

2π2

[
x2

4
(3− 2 lnx) +

x

2

(
ln

x

2π
− 1
)

+ ψ(−2)(x)

]
, (3.56)

where only renormalized quantities appear. For simplicity I will sometimes omit the index r for the

renormalized quantities, keep in mind that no unrenormalized quantities appear in our calculations

from now on. We have written the result in two di�erent ways to make the discussion about the

choice of the renormalization scale ` more transparent. There seem to be two natural choices for `.

If we choose the nucleon mass,` = M , we read o� the nonvanishing terms in the �rst line, while, if

we choose the magnetic �eld as a scale,` =
√

2qrBr/A
6 ' 0.318

√
qrBr|, the second line shows that

this choice corresponds to keeping only terms that depend on M (plus the free �eld term). The

choice for ` matters for evaluating observables such as the magnetization or the pressure itself. It

has been pointed out in Ref. [60] (see also Ref. [62]), that only for ` = M the vacuum pressure

for small magnetic �elds x� 1 is proportional to B2
r , receiving its sole contribution from the free

�eld term because all other contributions are of order B4
r and higher,

x� 1 :
x2

4
(3− 2 lnx) +

x

2

(
ln

x

2π
− 1
)

+ψ(−2)(x)− lnA12x

12
=

1

720x2
− 1

5040x4
+ . . . (3.57)

In the regime of strong magnetic �elds, where the dynamical mass becomes very small compared

to
√

2qrBr|, i.e. x � 1, the momentum typically exchanged in scattering processes and hence

the renormalization scale will be dominated by the scale set by the magnetic �eld, not by the

mass. Presumably, the physically most appropriate choice for the renormalization scale is thus a

combination of the mass and the magnetic �eld, ` ∼
√
M2 + 2qB, such that for small B the scale

is dominated by the mass and vice versa. For our purpose, however, it is only important to notice

that ` is a scale at which we evaluate the �nal physical result after minimizing the free energy:

when we take the derivative of the free energy with respect to the dynamical mass M , we do so

at �xed `; and, when we determine the onset of nuclear matter we compare the free energy of the

vacuum with the free energy of nuclear matter at the same value of `. Therefore, we do not have

to specify the renormalization scale, and the terms independent of M , i.e. the �rst two terms in

the second line of Eq. (3.56) play no role.

To end this section we recap the �nal result of the free energy for one charged and one uncharged
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type of a spin 1
2 fermion with which we are going to proceed in the next chapters.

Ω =
B2
r

2
+ U + ΩN,mat + ΩN,sea

=
B2
r

2
+ U − qB

4π2
Θ (µ∗ −M)

νmax∑
ν=0

αν

[
µ∗kF,ν −

(
M2 + 2νqB

)
ln

kF,ν + µ∗√
M2 + 2νqB

]

−Θ (µ∗ −M)

8π2

[(
2

3
k3
F −M2kF

)
µ∗ +M4 ln

kF + µ∗
M

]
− (qrBr)

2

24π2
ln

2qrBr
`2A12

− (qrBr)
2

2π2

[
x2

4
(3− 2 lnx) +

x

2

(
ln

x

2π
− 1
)

+ ψ(−2)(x)

]
. (3.58)
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4 The Walecka Model

TheWalecka Model is a phenomenological, relativistic, �eld theoretical model that seeks to describe

in�nite nuclear matter and was investigated in his original form by Johnson and Teller [63], Duerr

[64], and J.D. Walecka and Serot in Refs. [20, 65]. Later it was extended to its current form by

including scalar sel�nteractions by Boguta and Bodmer [66]. It has been studied intensively with

and without magnetic �eld and can be found in many standard text books on dense matter or

quantum hydrodynamics, see for instance Chap. 4 of the book on compact stars from Normann

Glendenning [38], which I will largely follow in the introductory part of this chapter, or [53].

Additionally, there is a review of this model by Walecka itself in his book, see Ref. [67], or in a

shorter article, see Ref. [68]. The fundamental degrees of freedom of the model are nuclei and

the strong interaction between them is described via the exchange of the scalar σ- meson and the

vector ω- meson. The Lagrangian consists of three parts,

L = LN + Lσ,ω + LI , (4.1)

where the nucleonic Lagrangian in his standard form looks like

LN = ψ̄
(
iγµDµ −mN + µγ0

)
ψ , (4.2)

where the Dirac spinor ψ is given by ψ =

(
ψn

ψp

)
with the neutron and proton spinor ψn and ψp.

The parameter mN presents the constant mass of the nucleon in vacuum, mN = 939 MeV. The

magnetic �eld enters again via the covariant derivative Dµ = ∂µ − iqAµ with the potential Aµ =

(0, 0,−Bx, 0), i.e.B = Bêz. Since we take charged protons and uncharged neutrons simultaneously

into account, the charge q in the covariant derivative is actually a diagonal matrix in �avor space,

given by q = diag(e, 0). We only consider isospin symmetric matter, i.e. the masses of the nucleons

are degenerate, they enter with the same chemical potential and the coupling for neutrons and

protons to the mesons is identical. Consequently the mass matrix and the matrix for the chemical

potentials are proportional to the identity matrix in �avor space.

The requirement of the Lagrangian to be a Lorentz scalar does not uniquely determine the form

of the nucleon-meson interaction. From experiments it is well known that the strong interaction is

repulsive at short distances and obeys a long attractive tail. This behavior can be modeled by a

Yukawa interaction of the form gσψ̄σψ. The interaction Lagrangian LI therefore reads

LI = gσσψ̄ψ − gωψ̄ωµγµψ , (4.3)

where the scalar �eld couples to the baryon scalar density ns = ψ̄ψ and the vector meson to the

baryon density, nB = ψ̄γµψ. An analysis of two nonrelativistic Dirac particles interacting via a

Yukawa interaction shows that the underlying classical potential is given by V = −g2 e−µr

r , with

the coupling constant g and the mass of the particle µ. Combining the two contributions of the

mesons leads to a potential of the following form:

V (r) =
g2
ω

4π

e−mωr

r
− g2

σ

4π

e−mσr

r
. (4.4)

For a suitable choice of the parameters gω, gσ, mω, andmσ, the potential takes the experimentally

discovered form shown in Fig. 4.1a. The connection to the Yukawa interaction can be made

plausible by evaluating the corresponding Feynman diagram obtained from the interaction vortex.
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(a) Model of a nucleon-nucleon interaction obtained by
two combined Yukawa potentials. For a suitable choice
of the parameters, the model shows QCD like behavior;
short range repulsion and long range attraction.

(b) Feynman diagram of the one
meson exchange between two nu-
cleons. The dashed line presents
the exchanged boson, where the
full lines present the in- and out-
going nucleons.

Figure 4.1

Working out the diagram for one boson is done as follows: the term gσψ̄σψ can be drawn as two

incoming nucleons, interacting via the exchange of the sigma meson, see right panel of Fig. 4.1a.

The scattering amplitude of this diagram can be read of directly since each vertex contributes

with a factor of the couplingigσ, and the meson is incorporated by its propagator. For a massive

boson neglecting scalar sel�nteractions for the moment the propagator is given by 1
k2+m2 . It

can be derived from the Fourier transformed equations of motion of the bosons. If we add up

these contributions we obtain V (k) = −g2
σ

1
k2+m2

σ
. The Fourier transform of the classical Yukawa

potential takes exactly the same form, V (k) = − g
2
σ

4π

´
d3r e

−mσr

r = −g2
σ

1
k2+m2

σ
, which closes the

connection.

The mesonic Lagrangian contains the mass and kinetic terms for both mesons as well scalar

self interactions for the scalar meson that render the theory renormalizable.

Lσ,ω =
1

2

(
∂µσ∂µσ −m2

σσ
2
)
− 1

4
ωµνωµν +

1

2
m2
ωω

µωµ −
b

3
mN (gσσ)

3 − c

4
(gσσ)

4
, (4.5)

where ωµν ≡ ∂µων − ∂νωµ is the �eld strength tensor of the vector meson. The structure of the

sel�nteraction terms is chosen in such a way that the coupling constants b and c are dimensionless.

The parameters of the models are the coupling constants gσ and gω, the masses of the two mesons

mσ,mω and the nucleons mN as well the coe�cients of the scalar sel�nteractions. The mass of the

vector meson is rather well known and, following the particle data group (PDG, Ref. [69]), is given

by approximately mω = 782 MeV. The σ- meson is a rather broad resonance with a mass between

500−600 MeV or even broader, we shall use a value of mσ = 550 MeV. It is important to note that

the vacuum nucleon mass is a �xed parameter of the model, it is not dynamically created by a chiral

condensate. This means that the Walecka model can not describe chiral symmetry restoration,

the chiral symmetry is always broken by de�nition. Therefore the scalar condensate can not be

interpreted as the chiral condensate, because a vanishing expectation value for σ does not restore

chiral symmetry like a vanishing chiral condensate is supposed to do. In the Walecka model σ is

therefore a massive mode with mass mσ in the chirally broken phase. The coupling constants will

be �tted in order to reproduce experimental properties of nuclear matter at saturation later in this

chapter.
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As a �rst step we are going to calculate the equation of motions for all �elds. The Euler

Lagrange equations in quantum �eld theory are given by

∂µ
∂L

∂ (∂µφ)
− ∂L
∂φ

= 0 . (4.6)

For the scalar meson the mesonic part of the Lagrangian is a simple free scalar �eld Lagrangian

plus cubic and quartic interactions that yields the Klein-Gordon equation plus the derivatives of

the self interaction terms, but becomes inhomogeneous due to the Yukawa interaction term. The

right hand side is therefore not zero but given by the scalar density.

(
∂µ∂µ +m2

σ + bmNg
3
σσ + cg4

σσ
2
)
σ = gσψ̄ψ. (4.7)

The equations for the vector meson can be taken from classical electromagnetism. The variation of

the �eld strength tensor yields equations of the same form as the Maxwell equations, −∂µωµν = 0.

The variation of the mass and the Yukawa term are straight forward, so we end up with

−∂µωµν −m2
ωω

ν + gωψ̄γ
νψ = 0 , (4.8)(

∂µ∂µ +m2
ω

)
ων − ∂ν∂µωµ = gωψ̄γ

νψ . (4.9)

The entire Lagrangian obeys a global U(1) symmetry which corresponds to the baryon number

conservation. The corresponding Noether current to this symmetry can be calculated by performing

a local U(1) transformation ψ → ψ′ = eiα(x)ψ and setting the variation of the new Lagrangian

with respect to α(x) to zero. The result is given by the baryon current jµ = ψ̄γµψ which is

divergence-free, i.e. ∂µjµ = 0. Therefore, the r.h.s of Eq. (4.9) vanishes if one takes it divergence,

so we obtain

∂ν
(
∂µ∂µ +m2

ω

)
ων − ∂ν∂ν∂µωµ = 0 ,

m2
ω∂νω

ν = 0 . (4.10)

This shows that the divergence of the ω �eld vanishes which means that we obtain an inhomoge-

neous Klein-Gordon equation for each component of the vector �eld, where the right hand side is

given by the baryon current. (
∂µ∂µ +m2

ω

)
ων = gωψ̄γ

νψ . (4.11)

The last equation we have to calculate covers the nucleons, so we perform the variation with respect

to ψ̄ and calculate

[γµ (iDµ − gωωµ)− (mN − gσσ)]ψ = 0 . (4.12)

4.1 Mean Field Approximation

These three coupled di�erential equations of motion are rather di�cult to solve. A common way

to proceed is to apply a mean �eld approximation for the mesonic �elds. As a �rst step we write

the spacetime x dependent condensates as a sum of the mean �eld, i.e. a condensate or simply the

expectation value of the �eld, which is uniform in space and time, and �uctuations around it.

σ(x) → 〈σ〉+ σ(x) , (4.13)

ωµ(x) → 〈ω0δ0µ〉+ 〈ωiδ0i〉+ ωµ(x) . (4.14)
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For readability I will denote the condensates by σ̄ respectively ω̄µ. The Kronecker delta δνµ

is used to carry over the Lorentz index structure. Since the �uctuations are proportional to

the temperature we can neglect them in the mean �eld approximation due to the rather low

temperatures in compact stars (compared to the nucleon masses or chemical potential). In the

mean �eld Lagrangian all kinetic terms vanish,

Lσ,ω = −1

2
m2
σσ̄

2 +
1

2
m2
ωω̄

µω̄µ −
b

3
mN (gσσ̄)

3 − c

4
(gσσ̄)

4
, (4.15)

LI = gσσ̄ψ̄ψ − gωψ̄ω̄0γ
0ψ − gωψ̄ω̄iγiψ. (4.16)

It is interesting to see that the scalar condensate now enters the Lagrangian like a mass term, since

it is proportional to the square of the nucleonic �eld, ψ̄ψ, and that the temporal component of the

vector meson enters the Lagrangian like the zeroth component of a gauge �eld, i.e. like the chemical

potential. Rearranging the terms in the total Lagrangian makes this conclusion even clearer:

L = ψ̄
(
iγµD

µ −mN + gσσ̄ + γ0 (µ+ gωω̄0) + γiω̄
i
)
ψ (4.17)

−1

2
m2
σσ̄

2 − b

3
mN (gσσ̄)

3 − c

4
(gσσ̄)

4
+

1

2
m2
ωω̄

µω̄µ . (4.18)

We see that the σ̄ condensate alters the mass whereas the ω̄0 condensate reduces the chemical

potential. This allows us to introduce the e�ective parameters mentioned before,

MN = mn − gσσ̄ , (4.19)

µ∗ = µ− gωω̄0 . (4.20)

In case of the vector meson one has to specify which components actually undergo condensation.

In the absence of a magnetic �eld one can show that the spatial components do not form a

condensate. On the one hand, this can be motivated physically: as long as there is no magnetic �eld

the theory we are considering is isotropic, i.e. there is no preferred direction. A spatial condensate

would render the theory unisotropic. On the mathematical side there are several ways to show that

no anisotropic condensate is formed. The expectation value of the �eld can be calculated in two

ways. The �rst one is to solve the equation of motions in the mean �eld approximation. The second

approach is to search the state which minimizes the thermodynamic potential Ω, i.e. maximizes the

pressure. In order to show that these approaches are equivalent, we remember that the pressure is

given by the logarithm of the partition function,

Ω = −T lnZ . (4.21)

The partition function is calculated via the path integral,

Z =

ˆ
Dψ̄DψDσDω exp

ˆ

X

L =

ˆ
Dψ̄DψDσDω expS , (4.22)

where the action S is the spacetime integral over the Lagrangian density, S =
´
X
L. In thermal

�eld theory, the imaginary time formalism is applied. This means that the temporal integral is

actually performed over imaginary time τ = it, which is associated with inverse temperature.

This means the abbreviation
´
X

fully reads
´
d4x =

´ β
0
dτ
´
R3 d

3x with the inverse temperature

β = 1
T . For an introduction to thermal quantum �eld theory read [58] or [52]. In the mean �eld

approximation, the path integral over the mesonic �elds is omitted. The extremal values of the
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potential are calculated by taking the derivative w.r.t. the condensate,

∂Ω

∂σ̄
= −T 1

Z

∂Z

∂σ̄
= −T 1

Z

ˆ
Dψ̄Dψ ∂S

∂σ̄
expS = −T

〈
∂S

∂σ̄

〉
≡ 0 . (4.23)

In the last line we used the de�nition of expectation values in thermodynamics. Since the variation

of the action S w.r.t. the scalar condensate yields the EL-EOM in the mean �eld approximation,

I have shown that these two methods are indeed equivalent. The mean �eld equations of motion,

separated into temporal and spatial components, now read

(
m2
σ + bmNg

3
σσ̄ + cg4

σσ̄
2
)
σ̄ = gσ

〈
ψ̄ψ
〉
,

m2
ωω̄0 = gω

〈
ψ†ψ

〉
, (4.24)

m2
ωω̄i = gω

〈
ψ̄γiψ

〉
,

where we used ψ̄ = ψ†γ0 and γ2
0 = 1. In the �rst equation the scalar density ns =

〈
ψ̄ψ
〉
appears

on the right hand side. In the second line, the expectation value of the number operator N = ψ†ψ

appears, which is known as the baryon density, nB =
〈
ψ†ψ

〉
. One way to show that there is

indeed no spatial condensate is to calculate the ground state expectation value of the baryon

three-current, what is done explicitly in chapter 4.6, p. 170 �. of Ref. [38]. Another way is to show

that the dispersion relation and therefore the pressure does not depend on the spatial components

of the vector condensate. This can be seen rather directly. In the mean �eld approximation the

partition function and therefore the pressure is calculated by the following path integral:

Z =

ˆ
Dψ̄Dψ exp

ˆ
X

L

 ,

= e
V
T (− 1

2m
2
σσ̄

2+ 1
2m

2
ωω̄

µω̄µ)
ˆ
Dψ̄Dψ exp

ˆ
X

ψ̄
[
iγµ∂µ −MN + µ∗γ0 + gωω̄iγ

i
]
ψ

 ,(4.25)

= e
V
T (− 1

2m
2
σσ̄

2+ 1
2m

2
ωω̄

µω̄µ)
ˆ
Dψ̄Dψ exp

(
−
∑
K

ψ̄(K)
G−1(K)

T
ψ(K)

)
.

In the second line we pulled the constant condensates out of the path integral and performed

the trivial spacetime integral. For the moment we have restricted our problem to a �nite volume

and will apply the thermodynamic limit V → ∞ later on. Since we are going to work with the

energy density the volume will drop out anyway. In the third line we inserted the discrete Fourier

transformations of the nucleonic �elds,

ψ(x) =
1√
V

∑
K

e−iKXψ(k), ψ̄(x) =
1√
V

∑
K

eiKX ψ̄(k) . (4.26)

where we use the conventions K = (−iωn,k), X = (−iτ,x) and KX = k0x0 − k · x with the

fermionic Matsubara frequencies ωn = (2n+ 1)πT . From the second respectively the third line we

can read o� the inverse propagator in momentum space,

G−1 = −γ0K0 + γiK
i − γiω̄i − µ∗γ0 +MN . (4.27)

Here we see that one can rede�ne the three-momentum by adding the constant spatial components

of the ω̄ condensate, k̃i ≡ ki − gωω̄i. Path integrals of this forms are essentially integrals over

24



Grassman variables and obey the known solution

P = T
V ln(Z) = − 1

2m
2
σσ̄

2 − b
3mN (gσσ̄)

3 − c
4 (gσσ̄)

4
+ 1

2m
2
ωω̄

2
0 + 1

2m
2
ωω̄

iω̄i + PN . (4.28)

The important step is to notice that the sum over all spatial momenta in the propagator turns

into an integral over the whole k−space in the thermodynamic limit. Since we have absorbed

the spatial components of the vector condensate into the shifted momenta k̃i and the integration

measure d3k is not a�ected by the constant shift, PN does certainly not depend on ω̄i any more.

If we now compute the derivative of the pressure with respect to ω̄i, the only contribution arises

from the former mass term in the Lagrangian,

0 ≡ ∂P

∂ω̄i
=

1

2
m2
ωω̄

i , (4.29)

which implements directly

ω̄i = 0 . (4.30)

In presence of a magnetic �eld the situation is less clear. The external magnetic �eld breaks the

rotational invariance, so we introduce a preferred direction by hand and an anisotropic condensate

is not excluded a priori. Mathematically it is possible to show that the dispersion relation and the

pressure are still not a�ected by the ω̄i condensate. In order to do so we solve again the Dirac

equation like in chapter 3.1 under consideration of the condensates. The equation then reads(
iγµ∂

µ + qγi

(
Ai − gω

q
ω̄i
)
−MN

)
ψ = 0 , (4.31)

where we include the σ̄ condensate in the e�ective massMN and the vector condensate in the shifted

magnetic vector potential. The ω̄0 condensate is included in the e�ective chemical potential which is

again omitted in the Dirac equation. Already at this stage one can interpret the spatial condensate

as a constant shift of the vector potential. The calculation can therefore be carried out in complete

analogy to the case without condensates, where it is useful to de�ne a new complex coordinate

x̄ = x− gω
β ω̄2 + gω

iβ ω̄1. The ladder operators are now given in terms of the slightly di�erent variable

ξ =
√
qB
(
x̄+

py
β

)
. From the former calculation we already know that only the spinors itself are

altered by a coordinate change, not the dispersion relation. From this we can conclude again that

the nucleonic pressure once again does not depend on ω̄i, so the solely contribution arises again

due to the former mass term, which leads again to ω̄i = 0. On the physical side it is known that a

constant magnetic �eld does not introduce a baryon current of the form
〈
ψ̄γiψ

〉
, so our conclusions

are consistent with the equation of motion for the anisotropic condensate since that means that

the r.h.s in the last line of Eq. (4.24) vanishes too. The Lagrangian we are going to use in this

thesis for the Walecka model from now on is therefore given by

L = ψ̄ (iγµD
µ −MN + γ0µ∗)ψ −

1

2
m2
σσ̄

2 − b

3
mN (gσσ̄)

3 − c

4
(gσσ̄)

4
+

1

2
m2
ωω̄

2
0 . (4.32)

From the Lagrangian we can read o� the tree-level potential of the Walecka model,

U =
1

2
m2
σσ̄

2 +
b

3
mN (gσσ̄)

3
+
c

4
(gσσ̄)

4 − 1

2
m2
ωω̄

2
o . (4.33)
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4.2 Self-consistency equations

The equations that determine the behavior of the condensates are obtained by maximizing the

pressure, i.e. minimizing the thermodynamical potential Ω:

∂Ω

∂σ̄
= 0 ,

∂Ω

∂ω̄0
= 0 . (4.34)

They are often called self-consistency equations, in analogy to calculations on super�uidity some-

times also gap equations. Starting from Eq. (3.58), we can collect all the contributions we need.

∂Ω

∂σ̄
=

∂U

∂σ̄
+
∂ΩN,mat
∂σ̄

+
∂ΩN,sea
∂σ̄

, (4.35)

∂Ω

∂ω̄0
=

∂U

∂ω̄0
+
∂ΩN,mat
∂ω̄0

+
∂ΩN,sea
∂ω̄0

. (4.36)

It does not matter if the T → 0 approximation is applied before or after the momentum integration,

so we already start with the zero temperature expressions for the free energy. The derivative of

the tree-level potential is straight forward,

∂U

∂σ̄
= m2

σσ̄ + gσ

[
bmN (gσσ̄)

2
+ c (gσσ̄)

3
]
. (4.37)

For the other contributions we apply the chain rule twice in order to transfer a derivative w.r.t. σ̄

at �rst to a derivative w.r.t. the e�ective mass MN , ∂
∂σ̄ = ∂M

∂σ̄
∂
∂M = −gσ ∂

∂M and �nally, using the

de�nition of x ≡ M2
N

2qB , into a x-derivative, ∂
∂σ̄ = ∂MN

∂σ̄
∂x
∂MN

∂
∂x = −gσ MN

qB
∂
∂x .

∂ΩN,sea
∂σ̄

= gσ
MN

qB

∂

∂x

{
(qB)

2

24π2
ln

2qB

`2A12
+ (4.38)

(qB)
2

2π2

[
x2

4
(3− 2 lnx) +

x

2

(
ln

x

2π
− 1
)

+ ψ(−2)(x)

]}
. (4.39)

Since we perform this calculation at a �xed value of ` the �rst term vanishes and we obtain

∂ΩN,sea
∂σ̄

= gσ
qBMN

2π2

[
x

2
(3− 2 lnx)− x

2
+

1

2

(
ln

x

2π
− 1
)

+
1

2
+ ψ(−1)(x)

]
,

= gσ
qBMN

2π2

[
x (1− lnx) +

1

2
ln

x

2π
+ ψ(−1)(x)

]
. (4.40)

It is instructive to start all over again with the temperature dependent integral expressions of the

free energy (Eq. (3.5)+Eq. (3.34)), where we already neglect the antiparticle states and sum up

the contributions of protons and neutrons.

ΩN,mat = −qBT
2π2

∞∑
ν=0

αν

∞̂

0

dkz ln
(

1 + e−
εk,ν−µ∗

T

)
− 2T

∞̂

−∞

d3k

(2π3)
ln
(

1 + e−
εk−µ∗
T

)
. (4.41)

In Eq. (4.24), we have seen that the variation of the Lagrangian includes the scalar respectively

the baryon density ns =
〈
ψ̄ψ
〉
and nB =

〈
ψ†ψ

〉
. Since the left hand side of the equations is

equivalent to the derivative of the tree-level potential U , the right hand side have to arise due to

the contribution of the matter part of the free energy. Therefore we can draw the connection

ns =
〈
ψ̄ψ
〉

=
∂ΩN,mat
∂MN

, nB =
〈
ψ†ψ

〉
=
∂ΩN,mat
∂µ∗

, (4.42)
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where we have divided by the negative of the coupling constants −gσ and −gω. Especially the

second de�nition is very intuitive since it also follows directly from the thermodynamic relation,

n = −∂Ω
∂µ = ∂P

∂µ . Secondly, if one computes the derivative of the integral expression one obtains

nB =
∂ΩN,mat
∂µ∗

=
qB

2π

∞∑
ν=0

αν

∞̂

−∞

dkz
2π

f(εk,ν − µ∗) + 2

ˆ
d3k

(2π)3
f(εk − µ∗) , (4.43)

T=0−→ Θ(µ∗ −MN )

(
qB

2π2

νmax∑
ν=0

ανkF,ν +
k3
F

3π2

)
. (4.44)

We see that the baryon density is computed as the by the Fermi distribution function f(x) = 1
ex/T+1

weighted integral over all states which is exactly the de�nition of the particle density, as stated

before. In the limit T → 0, the Fermi distribution f(x) becomes a step function Θ(x) which cuts

o� the integral and the sum over all Landau levels at the Fermi surface. The scalar density is

calculated in analogy by

ns =
∂ΩN,mat

∂MN
=
qB

2π

∞∑
ν=0

αν

∞̂

−∞

dkz
2π

MN

εk,ν
f(εk,ν − µ∗) + 2

ˆ
d3k

(2π)3

MN

εk
f(εk − µ∗) , (4.45)

T=0−→ Θ(µ∗ −MN )

[
qBMN

2π2

νmax∑
ν=0

αν ln
µ∗ + kF,ν√
M2
N + 2νqB

+
MN

2π2

(
kFµ∗ −M2

N ln
kF + µ∗
MN

)]
,(4.46)

where the T → 0 limit is obtained in the same way since the integrals can be solved analytically

too.

Since the sea contribution does not depend on the vector condensate at all, the only other

contribution is the trivial derivative of the tree-level potential, ∂U
∂ω̄0

= −m2
ωω̄0 . To summarize, the

complete set of equations read

ns =
m2
σσ̄

gσ
+ bmN (gσσ̄)2 + c(gσσ̄)3 +

qBMN

2π2

[
x(1− lnx) +

1

2
ln

x

2π
+ ln Γ(x)

]
, (4.47)

nB =
m2
ωω̄0

gω
. (4.48)

Note that we used the de�nition of the Digamma function ψ = Γ′(x)
Γ(x) in the �rst line to obtain

ψ(−1) =
´
dx Γ′(x)

Γ(x) = ln Γ(x).

4.3 Parameter Fit

In order to use the model quantitatively, we have to assign numerical values to the four coupling

constants gσ, gω, b and c. The parameters are �tted in such a way that the model reproduces sat-

uration properties of in�nite nuclear matter at zero magnetic �eld. This �t procedure is described

in all standard text books about dense matter, see for instance Refs. [38, 53, 58]

The pressure of the model as a function of the baryon density can be divided into two areas, one

with positive and one with negative pressure. The point P = 0 separates the unstable part with

negative pressure from the stable part of the theory. The density that corresponds to P (nB) = 0

is called saturation density. At this density, matter can exist in equilibrium without any external

pressure, coming for instance from gravity. The numerical value can be obtained for example from

a droplet model [70], a liquid droplet model[71] or by electron scattering experiments[72, 73]. The

broadly accepted value can be found in the standard literature [38, 53, 58] or in the nuclear data

tables [74] and is given by n0 = 0.153 fm−3. The second value we require the model to reproduce is
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Figure 4.2: Binding energy per nucleon at T = 0 as a function of the baryon density. At a
density of nB = 0.153 fm−3, the pressure is zero and the binding energy has a minimum �tted to
Ebind = −16.3 MeV. At this point, called saturation density, nuclear matter is self bound, i.e. stable
without any external pressure. The region to the left with negative pressure is actually unstable
and therefore dashed.

the binding energy per nucleon of in�nite nuclear matter. Of course this quantity is experimentally

hard to access, however the total binding energy per nucleon of �nite matter can be measured. This

energy can be split into various contributions, namely a volume term, a surface term, a Coulomb

term, an asymmetry and a pairing term. The underlying theory is the liquid drop model, the

formula for the binding energy is known as the Bethe-Weiszäcker formula with the terms arranged

in the same order as described above.

EB = aVA− aSA2/3 − aC
Z2

A1/3
− aA

(A− 2Z)
2

A
− δ(A,Z) . (4.49)

In this context we are able to specify what we actually mean with the expression dense nuclear

matter: we are dealing with in�nite, symmetric (Z = A/2), nuclear matter. In the limit A → ∞
, the surface term −aS 1

A1/3 vanishes and we are left over with the volume contribution only. The

Coulomb contribution does diverge, so we assume overall charge neutral matter. From a very

general comparison of the electrostatic and the gravitational energy one can show that compact

stars are indeed charge neutral [53]. However, we will neglect the in�uence of the electrons required

for the charge neutrality in this thesis and leave this as a further project. From [38, 53, 58] we

extract a value of Ebind =
(

ε
nB
−mN

)
|n0 = −16.3 MeV. Note that ε is the energy density of the

system and not the single particle dispersion relation εk, de�ned via the thermodynamical relation

P = −ε + µnB . The critical potential at the onset of nuclear matter is the energy you need to

add a nucleon to a bulk of nuclear matter and is, due to the interactions between the nucleons,

lowered by the binding energy. Specifying the binding energy therefore also �xes the onset chemical

potential at saturation,

µ0 = mN + Ebind = 922.7 MeV . (4.50)

We will use this relation later in this work in order to extract the behavior of the binding energy

at the onset.

These two parameters also can be reproduced without scalar interactions. Beside renormaliz-

ability, the reproduction of the compression modulus K and the dynamical mass at saturation is

another reason to introduce scalar self interactions. The compression modulus K is also known
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as the incompressibility. The incompressibility is a measure for the sti�ness of nuclear matter.

This means that �soft�, i.e. easily compressible matter has a small change in the pressure upon

changing the density. This can be seen using the thermodynamic relation P = −ε+ µnB and the

fact that ε/nB hast a minimum at n0, i.e.
∂(ε/nB)
∂nB

|n0
= 0. This corresponds to soft equations of

state, which means that soft systems are not able to withstand that high pressures like less softer

systems, leading to a smaller maximum in the mass radius relations. It is de�ned by

K ≡ k2
F

∂2 (ε/nB)

∂k2
F

. (4.51)

Rewriting the Fermi momentum in terms of the density, nB = 2
3k

3
F (the additional factor 2 arises

due to the degeneration of protons and neutrons at B = 0), yields

K = 9nB
∂2ε

∂n2
B

. (4.52)

Calculating the �rst derivative with the help of ε = µnB−P gives ∂ε
∂nB
|µ = µ− ∂σ̄

∂nB

=0︷︸︸︷
∂P

∂σ̄
− ∂ω̄0

∂nB

=0︷︸︸︷
∂P

∂ω̄0
−

==︷ ︸︸ ︷
∂P

∂nB
|µ,σ̄,ω̄0 = µ = gωω̄0 +

√
k2
F +M2

N , where we have used the self-consistency equations and the

de�nition of µ∗ = µ− gωω̄0 =
√
k2
F +M2

N . From the fact that the derivative ∂nB
ε
nB

vanishes at

saturation one can show that P
nB

= ∂P
∂nB
|µ,σ̄,ω̄0

. This expression is identical zero at saturation since

the pressure at saturation is zero. As explained, the function ε
nB

has a minimum at saturation.

This can be used to obtain

0 =
∂

∂nB

ε

nB
=

1

nB

(
∂ε

∂nB
− ε

nB

)
, → ε

nB
=

∂ε

∂nB
= µ . (4.53)

∂2

∂n2
B

ε

nB
=

1

nB

∂µ

∂nB
. (4.54)

From these relations we can deduce mN + Ebind
A = ε

nB
= ω̄0gω +

√
k2
F +M2

N =
(
gω
mω

)2

nB +√
k2
F +M2

N , where we have used the �eld equation for the vector condensate in the form nB =
m2
ω

gω
ω̄0. Altogether, we can write the compression modulus in the form of

K = 9nB
∂µ

∂nB
. (4.55)

Inserting µ =
(
gω
mω

)2

nB +
√
k2
F +M2

N leads to

∂µ

∂nB
=

(
gω
mω

)2

+
1

µ∗

(
k
∂k

∂nB
−Mgσ

∂σ̄

∂nB

)
. (4.56)

At the end we invert the connection between the density and the Fermi momentum kF , kF =(
3
2nB

)1/3
and use the �eld equation for the σ̄ condensate in the integral form. After some manip-

29



mσ [MeV] mω [MeV] mN [MeV] gω gσ b c
550 782 939 8.1617 8.4264 8.7788× 10−3 6.8358× 10−3

K [MeV] MN Ebind [MeV] n0 fm−3

250 0.8mN −16.3 0.153

Table 4.1: Set of all parameters used in the Walecka model, including the �tted coupling constants,
the mass parameters of the Lagrangian and the saturation properties of nuclear matter we use for
�tting the coupling constants.

ulation we end up with

K =
6k3
F

π2

(
gω
mω

)2

+
3k2
F

µ∗
− 6k3

F

π2

(
MN

µ∗

)2
 ∂2U

∂M2
N

+
2

π2

kFˆ

0

dk
k4

ε3k

−1

. (4.57)

The value for the incompressibility is uncertain and there exist several numbers ranging from

200−300 MeV [75, 76]. For the following I will assume a value of K = 250 MeV. The last saturation

property we need to reproduce is the e�ective mass at the onset at saturation density, where I will

assume a value of MN = 0.8mN . This value also comes with a big uncertainty, ranging from

(0.7− 0.8)mN [38, 39, 77, 78] or even smaller [79, 80]. However, we have chosen a value on the

upper end of the range because lower values tend to be in con�ict with vacuum properties in the

eLSM, see appendix A in [51] or App. (D).

Finally, we are able to compute the numerical values for the coupling constants. From nB = 2
3k

3
F

we know the value of the Fermi momentum at saturation, kF,0 = 259.148 MeV. Since we demand

that µ = 922.7 at the onset and we require MN = 0.8mN , we can deduce directly the value of

gωω̄0 = µ −
√
k2
F −M2

N = 921.905 MeV. Inserting this into the equation of motion allows us to

calculate gω =
√
gωω̄0m2

ω/n0 = 8.1617. Now we are left with the following set of equations:

P (n0) = 0 ,

K = 250 MeV ,

∂P

∂σ̄
|n0 = 0 , (4.58)

MN = 0.8mN .

These four equations allow us to determine the values of the four unknowns left, gσ,b, c and σ̄ at

the onset at saturation which is of no particular interest for us. The result of the calculation an

the summary of all parameters used until now can be found in Tab. 4.1.
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5 Extended Linear Sigma Model (eLSM)

Before I will present the results of our calculations, I will introduce another model in order to show

that magnetic catalysis is indeed a general, model independent, phenomenon in nuclear matter

which can be incorporated using correct renormalization. Additionally, one gains some insight

which ingredients of our theory in�uence the onset the most.

The extended linear sigma model, sometimes also called the parity doublet model, is a state of

the art e�ective chiral model and has been used recently to calculate vacuum properties of QCD

[26, 27], saturation densities of dense and cold nuclear matter [25] and anisotropic chiral phase

transitions, so called chiral density waves [81].

As explained earlier, an explicit nucleon mass term ∼ ψ̄mNψ breaks chiral symmetry explicitly

and can not be incorporated into such a chiral invariant model. In the standard linear sigma

model, the mass of the nucleon is therefore to the biggest part created by the chiral condensate

[82, 83]. However, it is possible that also other condensates, like a gluon condenste, sometimes

called �glueball� [84], or a tetraquark [26] condensate, contribute signi�cantly to the nucleon mass.

Furthermore, it is known that the standard linear sigma model can not reproduce stable nuclear

matter properties. If the mass is generated solely by the chiral condensate, the linear sigma model

can not represent saturated nuclear matter, neither can the chiral phase transition be described

correctly [25]. These issues can be resolved by introducing a chiral invariant mass term m0, which

does not originate in the chiral condensate. In order to do so, a chiral partner of the nucleon

is introduced via the mirror assignment, which was �rst discussed in Ref. [82]. As a natural

choice for the chiral partner of the nucleon, the lightest stable state with the correct quantum

numbers JP = 1
2

−
listed by the PDG [69] is used, N(1535). In order to explain the mirror

assignment one has to note that the chiral partner carries opposite parity. This leads to a di�erent

transformation under chiral rotations. If we introduce the two baryonic �elds ψ1 and ψ2 as part

of the bispinor Ψ = (ψ1, ψ2)
T , both of them being a bispinor in isospin space itself, the two

components transform oppositely under chiral rotations. The right and left components of ψ1

transform �correctly�, i.e. with the transformation UR respectively UL, but the components of ψ2

transform in the opposite way,

ψ1R → URψ1R, ψ1L → ULψ1L, ψ2R → ULψ2R, ψ2L → ULψ2L . (5.1)

This behavior allows us to introduce a mass term m0 in the Lagrangian that indeed does preserve

chiral symmetry,

Lm0 = −m0

(
ψ̄1Lψ2R − ψ̄1Rψ2L − ψ̄2Lψ1R − ψ̄2Rψ1L

)
. (5.2)

Using the fact that ULUR = URUL = 1 and that complex conjugation and transposition leads to a

change in the ordering of the rotation matrix U and the spinor ψ, as well turns UL to UR and vice

versa, e.g. (ULψ1L) = ψ̄1LUR , one can show that each term conserves chiral symmetry separately.

ψ̄1Lψ2R → (ULψ1L)ULψ2R = ψ̄1LURULψ2R = ψ̄1Lψ2R , (5.3)

and similar for the other three terms. This mass term can be rewritten with the help of the

chiral projectors presented in Sec. 2. Studying the �rst two terms unveils the general principle:

ψ̄1Lψ2R−ψ̄1Rψ2L = ψ̄1PRPRψ2−ψ̄1PLPLψ2 = ψ̄1PRψ2−ψ̄1PLψ2 = 1
2 ψ̄1 [(1 + γ5)− (1− γ5)]ψ2 =

ψ̄1γ5ψ2. Performing the same calculation for the other terms yields

Lm0
= −m0

(
ψ̄1γ5ψ2 − ψ̄2γ5ψ1

)
. (5.4)
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The complete chiral symmetric Lagrangian can be found for instance in Ref. [26], Eq. (4) or in far

more detail in Ref. [85]. In this Lagrangian many other mesons, like the ρ-meson, are included.

However, since we work again in the mean �eld approximation we only keep the contributions of

the mesons which acquire a non zero expectation value, i.e. σ, ω and the tetraquark �eld χ; for

the pion, parity conservation demands π = 0. The e�ective Lagrangian of the model in the form

we use it can be found in [26, 27, 51] and can be decomposed in a nucleonic, a mesonic and an

interaction term,

L = LN + Lmes + LI . (5.5)

The nucleonic sector reads

LN = Ψ̄
(
iγµD

µ + γ0µ
)

Ψ , (5.6)

where the magnetic �eld enters again via the covariant derivative Dµ. Remember that Ψ denotes

the bispinor in mirror space, in which the Dirac operator iγµDµ + γ0µ is diagonal. The relevant

mesonic part is given by

Lmes =
1

2
∂µσ∂

µσ+
1

2
m2σ2+εσ− λ

4
σ4− 1

4
ωµνω

µν+
1

2
m2
ωωµω

µ+
1

2
(∂µχ∂

µχ−m2
χχ

2)+gχσ2 . (5.7)

The term linear in σ models the explicit chiral symmetry breaking by small, nonvanishing quark

masses in QCD and renders the chiral symmetry an approximate symmetry in the eLSM. This can

be seen by taking the derivative of the Lagrangian w.r.t. to σ, where the zero solution is nonexistent

due to the then constant term ε. Whereas the ω meson is, like in the Walecka model, identi�ed with

the resonance ω(782), there are, according to Ref. [26], two possible choices for the σ-meson: the

resonances f0(500) and f0(1370). Note that in the original paper cited before, Ref. [26], f0(600) is

used. This deviation can easily be explained; shortly after the publication of the mentioned paper

the particle was renamed by the PDG to f0(500) since its mass actually seems to be lower[69].

The �rst assignment seems to be unfavored for the description of QCD vacuum properties, so the

σ �eld has another meaning than before [86]. Especially, the parameter m has the wrong sign to

model chiral symmetry breaking. It is important to note that the σ and the χ �eld are mixed due

to the interaction term gχσ2 and can therefore not considered to present physical particles. This

issue will be solved in the next section.

The last part of the Lagrangian of the eLSM covers the interactions between the nucleonic �elds

and the mesons and is given as a matrix in mirror space,

LI = Ψ̄

(
− ĝ1σ

2 − gωγµω
µ aχγ5

−aχγ5 − ĝ2σ
2 − gωγµω

µ

)
Ψ . (5.8)

The o�-diagonal components give raise to the chiral invariant mass term, where the mass is gen-

erated dynamically by the tetraquark condensate. This means that we neglect the in�uence of the

glueball condensate Ḡ in m0 = aχ̄ + bḠ in accordance with Ref. [26]. Like in the mesonic sector,

the �elds ψ1 and ψ2 are mixed due to the o�-diagonal components in the interaction Lagrangian.

Since there is no explicit mass term we can calculate the physical masses from the matrix that

couples the �elds Ψ̄ and Ψ, where we have to apply the mean �eld approximation at �rst. E�ec-

tively, we are searching the eigenvalues of the energy operator i∂t at vanishing three momentum

k, which corresponds to the spatial derivative in position space. Since the time derivative in the

Dirac operator is multiplied by γ0, we are actually looking for the eigenvalues of the matrix

γ0M =

(
− ĝ1σ̄

2 γ0 aχ̄γ5γ0

−aχ̄γ5γ0 − ĝ2σ̄
2 γ0

)
, (5.9)
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which are the e�ective masses of the nucleon and its chiral partner.

mN,N∗ = ± ĝ1 − ĝ2

4
σ̄ +

√
(aχ̄)

2
+

(
ĝ1 + ĝ2

4

)2

σ̄2 . (5.10)

Another standard way to obtain this result is to calculate the full inverse propagator in momentum

space G−1, obtained by a Fourier transformation of the Dirac �elds. In the absence of a magnetic

�eld, the determinant of the propagator in momentum space is

detG−1 =
{

(aχ̄)4 − 2(aχ̄)2
[
(k0 + µ∗)

2 −
(
k2 +m1m2

)]
+
[
(k0 + µ∗)

2 −
(
k2 +m2

1

)
][(k0 + µ∗)

2 −
(
k2 +m2

2

)] }2

, (5.11)

where we have abbreviatedm1 ≡ ĝ1σ̄/2,m2 ≡ ĝ2σ̄/2. Since the vector meson enters the Lagrangian

in the same way as in the Walecka model the de�nition of the e�ective chemical potential µ∗ =

µ − gωω̄ is unchanged. The zeros of the determinant are εk,i − µ∗ with the excitation energies

εk,i =
√
k2 +M2

i , where the index i distinguishes between the nucleon and its chiral partner,

i = N,N∗, which leads to the same masses as presented before. The degeneracy of the two masses

is broken due to the appearance of the chiral condensate σ̄. This is in contrast to the standard

linear sigma model, the naive assignment and the mirror assignment without chiral invariant mass

term, i.e.m0 = 0. In these three cases, the nucleon mass is entirely created by the chiral condensate

[25]. For the sake of completeness, I write down the transformation matrix connecting the �elds

occurring in the Lagrangian, ψ1 and ψ2, to the physical �elds N∗ and N , taken from Ref. [25],

Eq. (7). (
N

N∗

)
=

1√
2 cosh δ

(
eδ/2 γ5e

−δ/2

γ5e
−δ/2 −eδ/2

)(
ψ1

ψ2

)
, (5.12)

with the nucleonic mixing angle δ, de�ned by sinh δ = − (ĝ1+ĝ2)σ̄
2m0

or equally by cosh δ = MN+MN∗
2m0

.

5.1 Mean �eld approximation

The Lagrangian presented before omits �elds that do not acquire a vacuum expectation value and

therefore form no condensate. However, in a more complete treatment, one might include other

mesonic �elds like pions. This allows us to use the tree-level pion mass as another �t parameter.

The complete mesonic Lagrangian before turning to the mean �eld approximation then reads

Lmes = Lkin + Lω +
1

2
m2
(
σ2 + π2

)
− λ

4

(
σ2 + π2

)2
+ εσ − 1

2
m2
χχ

2 + gχ
(
σ2 + π2

)
, (5.13)

with the kinetic part Lkin of the mesonic Lagrangian

Lkin =
1

2
(∂µσ∂

µσ + ∂µπ · ∂µπ + ∂µχ∂
µχ) , (5.14)

and the part describing the ω meson,

Lω = −1

4
ωµνω

µν +
1

2
m2
ωωµω

µ . (5.15)

Since there are three di�erent kinds of pions, the π0, π+and the π−, we denote the vector of the

pion �elds, also called the pion triplet, by a bold letter π. The pion enters the Lagrangian in a

similar fashion as the chiral condensate, the only di�erence can be found in the explicit symmetry

breaking modeling linear term εσ. In order to conserve parity we assume that the pion does not
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form a condensate, π̄ = 0. One has to be more careful in presence of a magnetic �eld since it

breaks isospin and rotation symmetry. However, in our approach the pion does not occur in the

e�ective mass since it does not contribute to the Yukawa interaction and consequently does not

alter the e�ective mass, leaving the vacuum result π = 0 una�ected by the magnetic �eld. Before

turning to the mean �eld approximation we renormalize the pion triplet with the pion wavefunction

renormalization constant Z = 1.67, π → Zπ, in accordance with [85, 86]. The next step is to apply

the mean �eld approximation, i.e. expanding the �elds around the vev by replacing σ → σ̄ + σ

and χ→ χ̄+ χ. The vector condensate ω̄0 is absorbed into the e�ective chemical potential in the

nucleonic part of the full Lagrangian and therefore neglected for the following considerations. The

Lagrangian is now given by

L = Lkin + Lω − U(σ̄, χ̄) + L(1) − 1

2
(σ, χ)

(
m2
σ −2gσ̄

−2gσ̄ m2
χ

)(
σ

χ

)
− 1

2
m2
ππ

2 + LIm . (5.16)

The kinetic part stays una�ected and we have extracted the tree-level potential of the eLSM,

U(σ̄, χ̄) = −1

2
m2σ̄2 − εσ̄ +

λ

4
σ̄4 − 1

2
m2
ωω̄

2
0 +

1

2
m2
χχ̄

2 − gχ̄σ̄2 . (5.17)

The square of the tree-level masses m2
π and m2

σ can be found by reading o� all prefactors from

terms of the form − 1
2m

2φ2, where φ denotes the corresponding �eld.

m2
σ = 3λσ̄2 −m2 − 2gχ̄ , (5.18)

m2
π = Z2

(
λσ̄2 −m2 − 2gχ̄

)
. (5.19)

In order to determine the condensates at tree-level one have to extremize the tree-level potential,

∂U

∂σ̄
= 0 → −m2σ̄ + λσ̄3 − ε− 2gχ̄σ̄ = 0 , (5.20)

∂U

∂χ̄
= 0 → m2

χχ̄− gσ̄2 = 0 . (5.21)

In the �rst line we recognize the tree-level mass of the pion and can therefore write ε =
m2
π

Z2 σ̄ . The

second equation connects the chiral condensate and the tetraquark condensate by χ̄ = gσ̄2

m2
χ
. The

interactions of the mesons are contained in LIm in the following way,

LIm = −λσ̄σ
(
σ2 + π2

)
− λ

4

(
σ2 + π2

)2
+ gχ

(
σ2 + π2

)
. (5.22)

Since we are going to neglect the �uctuations later on, this part has no relevance for us. Addition-

ally, there are terms linear in the �uctuations σ and χ,

L(1) =
(
m2σ̄ − λσ̄3 + ε+ 2gχ̄σ̄

)
σ +

(
gσ̄2 −m2

χχ̄
)
χ . (5.23)

One sees that the brackets in front of the �uctuations are equivalent to the equations of motion for

the condensates, where the �uctuations are set to zero, hence this part of the Lagrangian vanishes.

In the mean �eld approximation we can read o� the potential for the �elds σ and χ, which is

responsible for the mixing of the �elds.

V (σ, χ) =
1

2
(σ χ)

(
m2
χ −2gσ̄

−2gσ̄ m2
σ

)(
σ

χ

)
. (5.24)
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If we denote the physical �elds with h and s, the relation between the �elds can be calculated with

help of the ansatz (
h

s

)
=

(
cos(θ) sin(θ)

− sin(θ) cos(θ)

)(
χ

σ

)
, (5.25)

where the transformation matrix is a general two-dimensional rotation matrix. If we want to

calculate the mixing angle we have to invert the latter equation, i.e. replace θ → −θ, and insert

this ansatz into the Lagrangian. Demanding that in this new basis no mixing between the new

�elds occur allows us to calculate the mixing angle. Another way to proceed is to calculate the

eigenvalues of the potential, which are the masses of the new �elds mh and ms.

m2
h =

1

2

(
m2
σ +m2

χ

)
−
√(

m2
σ −m2

χ

)2
+ (4gσ̄)

2
, (5.26)

m2
s =

1

2

(
m2
σ +m2

χ

)
+

√(
m2
σ −m2

χ

)2
+ (4gσ̄)

2
. (5.27)

The lighter particle is now identi�ed with the resonance f0 (500), which we have denoted as scalar

σ meson in the Walecka model, and the heavier particle with f0 (1370) .

The matrix that is used for the change of basis can be calculated by computing the normalized

eigenvectors of the potential and writing them column by column into a matrix. Comparing this

matrix to the inverse rotation matrix we can read o� the mixing angle;

θ = − arctan

m2
σ −m2

χ

4gσ̄
−

√(
m2
σ −m2

χ

)2
+ (4gσ̄)

2

4gσ̄

 , (5.28)

which is, for positive values of m2
σ −m2

χ, identical to the function found in Ref. [26].

5.2 Self-consistency Equations

In the previous sections the dispersion relation for the extended linear sigma model without mag-

netic �eld has been derived. Since the magnetic �eld couples equally to the fermionic �elds ψ1 and

ψ2, the implementation of the �eld via the covariant derivative is straightforward. The dispersion

relation has to be replaced by the magnetic version εk,ν =
√
k2
z + 2νqB +M2

i for both states MN

and MN∗ , and all momentum integrals are replaced as in Eq. (3.33). The tree-level potential of

the eLSM in the mean �eld approximation is given by Eq. (5.17). Due to the appearance of a third

condensate we have to solve three self-consistency equations;

∂Ω

∂σ̄
= 0 ,

∂Ω

∂χ̄
= 0 ,

∂Ω

∂ω̄0
= 0 , (5.29)

where we have to use the general expression of the free energy from Eq. (3.58). Additionally, a

sum over the two baryonic states has to be added. Transforming again the derivative w.r.t. the

condensates into a mass derivative allows us to widely use the results of the Walecka model. For

the matter and the sea contribution, beside the appearance of a second baryonic state N∗ and a

di�erent expression for the e�ective masses, nothing has changed, hence we can write down the
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three equations immediately.

ε+m2σ̄ − λσ̄3 + 2gχ̄σ̄ =
∑

i=N,N∗

{
− Mi|qB|

2π2

[
xi(1− lnxi) +

1

2
ln
xi
2π

+ ln Γ(xi)

]
+
∂ΩN,mat

∂Mi

}
∂Mi

∂σ̄
,

gσ̄2 −m2
χχ̄ =

∑
i=N,N∗

{
−Mi|qB|

2π2

[
xi(1− lnxi) +

1

2
ln
xi
2π

+ ln Γ(xi)

]
+
∂ΩN,mat

∂Mi

}
∂Mi

∂χ̄
,

nB =
m2
ω (µ− µ∗)
g2
ω

, (5.30)

with the obvious generalization of the abbreviation xi =
M2
i

2qB . The third equation is precisely the

same as in the Walecka model, rewritten with the help of the de�nition of the e�ective chemical

potential µ∗ = µ−gωω̄0. The l.h.s. of the �rst two equations are the minimization of the potential,

i.e. the vacuum equations (the r.h.s. is zero in the vacuum). The �rst equation contains the constant

term ε which prevents the trivial solution σ̄ = 0 and is therefore capable of the explicit symmetry

breaking of the chiral symmetry.

The derivative of the masses are the same for both states concerning the tetraquark, but di�er

for the chiral condensate since it is responsible for the mass splitting.

∂Mi

∂σ̄
=

(
ĝ1+ĝ2

4

)2

σ̄√(
ĝ1+ĝ2

4

)2

σ̄2 + (aχ̄)
2

± ĝ1 − ĝ2

4
, (5.31)

∂Mi

∂χ̄
=

a2χ̄√(
ĝ1+ĝ2

4

)2

σ̄2 + (aχ̄)
2

. (5.32)

The matter contribution is the same as in the Walecka model, given by the scalar density expanded

by the chiral partner. Since we are interested in the zero-temperature onset of nuclear matter, which

occurs at energies well below MN∗ , the nucleonic states of the chiral partner will not be occupied

in any of our results and can be neglected in the biggest part of the calculations. This can be

understood by the fact that each partner enters with its own Heaviside function Θ (µ∗ −Mi) and

we are working at energies below the mass of N∗ with MN∗ = 1535 MeV. This is not true for the

sea contribution where its role is, as I am going to show later, non negligible. To estimate the

contribution of general baryonic states at given magnetic �elds one expands the sea contribution

for large xi, i.e. M2
i � 2qB.

xi(1− lnxi) +
1

2
ln
xi
2π

+ ln Γ(xi) =
1

12xi
− 1

360x3
i

+O
(

1

x5
i

)
. (5.33)

Here one can see that only inverse powers of xi occur, therefore at a given magnetic �eld, heavier

states are more suppressed. Although the maximal magnetic �elds we use in our calculations are

in the range of one GeV, which is certainly less than the mass of N(1535), its in�uence will be

signi�cant, which shows that neglecting baryonic states is not trivial and has to be done carefully.

Eventually the model can be more predictive including further baryonic states, possibly even

hyperons (baryons with nonvanishing strangeness). Nevertheless, our results should be seen as a

�rst correction to nuclear �eld theories involving magnetic �elds, so we leave all improvements of

the model for later projects.

36



5.3 Parameter �t

For a meaningful comparison of the two models, we require the eLSM to reproduce the same

saturation properties like the Waecka model, which forces us to adapt the parameters given in

Ref. [26]. In principle, there is no big di�erence to the procedure carried out for the Walecka

model, beside the fact that the eLSM has more independent parameters. The other two main

di�erences concern the vacuum pressure and the compression modulus. Whereas in the Walecka

model the vacuum pressure is zero, the �nite vacuum expectation value of the tetraquark and

the chiral condensate lead to a constant, nonvanishing vacuum pressure in the eLSM. Saturation

therefore denotes the point of equal pressure of vacuum and matter. Secondly, the expression for

the compression modulus in Eq. (4.57) has to be modi�ed,

∂2U

∂M2
N

→ ∂2U

∂M2
N

−
(

∂2U

∂MN∂MN∗

)2

/
∂2U

∂M2
N∗

, (5.34)

because minimization with respect to both condensates have to be taken into account in computing

the connection between MN and nB .

In the mesonic section, we have 6 parameters to �t, m, ε, λ, mω, mχ and g. As in the Walecka

model we use mω = 782MeV. If we write the vacuum solution as σ̄ = Zfπ, we can reparametrize

m and λ with help of the tree-level masses,

λ =
1

2 (Zfπ)
2

(
m2
σ −

m2
π

Z2

)
, m2 =

1

2

(
m2
σ − 3

m2
π

Z2

)
− 2g2 (Zfπ)

2

m2
χ

, (5.35)

with the pion wavefunction renormalization constant Z = 1.67 mentioned before and the pion

decay constant fπ = 92.4 MeV.2 This reparametrization is allowed since the value of the vacuum

solution has no direct physical meaning. We may require that in the vacuum, the baryonic masses

mN and mN∗ are reproduced, which can be guaranteed by the �t of the parameters ĝ1, ĝ2 and

a. Using ε =
m2
π

Z2 σ̄ =
fπm

2
π

Z immediately �xes ε = 1.0690 × 106 MeV3. With these results the

remaining constants m, λ, mχ and g are functions of mσ, mχ and g. In the nucleonic section we

have four additional parameters describing the coupling between the nucleonic and mesonic �elds,

ĝ1, ĝ2, gω and a. In total, we have to �t 7 parameters. The experimental input we use are the same

saturation properties as in the Walecka model, namely the saturation density, the binding energy,

the compression modulus and the e�ective mass at the onset, all at saturation. Additionally, we

want to reproduce the vacuum masses of the two baryonic states, mN = 939 MeV and mN∗ = 1535

MeV. As in the Walecka model the derivation of gω decouples since it is described by the same

equation, leaving its value unchanged. Since the remaining equations are hard to solve numerically

we follow a step by step procedure. One can see that we only have 6 properties we want to �t but

7 available parameters. We use the remaining freedom to �t the physical masses mh and ms as

good as possible to the resonances f0(500) and f0(1370). For instance one can start by guessing

a certain value for the parameter a and express the coupling constants ĝ1 and ĝ2 as a function of

the constants mN and mN∗ and the vacuum parameters a, g, and mχ,

ĝ1 = ĝ1(a, g,mχ) , (5.36)

ĝ2 = ĝ2(a, g,mχ) .

For the �ve variables left, which are the three mentioned above and the value of the condensates

at the onset, we use the remaining two self-consistency equations ∂Ω
∂σ̄ = ∂Ω

∂χ̄ = 0 at B = 0, the

2These relations are the corrected versions of the expressions for λ and m2 in Eq. (14) of Ref. [26].
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ε [MeV3] m [MeV] λ g [MeV] mχ [MeV] mω [MeV]
1.6090× 106 518.75 13.950 1422.7 1310.4 782

ĝ1 ĝ2 gω a
10.239 17.964 8.1617 29.836

Table 5.1: Set of parameters in the eLSM obtained by �tting the model to the presented nuclear
saturation and vacuum properties.

condition that the pressure at the onset is identical to the vacuum pressure, the expression for

the compression modulus and the fact that we require MN = 0.8mN at the onset. Now one

can compute how the change of the starting value for a changes the physical masses mh and ms.

We decided to �t one of them exactly to f0(1370), which leads to the parameters presented in

Tab. 5.1. With this parameter set we obtain mσ = 819.31 MeV and mχ = 1310.4 MeV, leading

to mh = 1370.0 MeV per construction and ms = 715.1 MeV, which is still in rough accordance

with f0(500). These parameters are somehow arbitrary since the e�ective mass at the onset, the

compression modulus and especially the choice of �tting f0(1370) exactly are arbitrary. Compared

to the parameters used in Refs. [26, 29], we have improved the �t to nuclear matter at saturation by

loosing some quality in the description of vacuum properties like the meson masses. It is interesting

that these di�erences lead to a role reversal of mh and ms. With our parameter set, thef0(500) is

predominantly given by σ (= a quark-antiquark state), whilef0(1370) is predominantly given by χ

(= a tetraquark state). In principle, this can be seen by calculating the mixing angle, however it

is quite intuitive since ms is much closer to mσ than to mχ and vice versa. We have checked that

such a role reversal is unavoidable if one requires the reproduction of the mentioned saturation

properties, no matter how the parameter a is chosen. The main reason is our more realistic

choice of the e�ective mass at saturation MN = 0.8mN (while the original parameter sets lead to

MN = 0.9mN ). Choosing an even lower e�ective mass would make it very di�cult for the model

in its present form to reproduce the resonances f0(500) and f0(1370) at all, which explains our

choice of the e�ective mass at the onset at saturation close to the upper bound of the experimental

spectrum.
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Figure 6.1: Vacuum free energy in the Walecka model as a function of the meson condensate for
di�erent values of the magnetic �eld. One can see that the minimum of the free energy becomes
more and more negative with increasing magnetic �eld, leading to an increased e�ective mass of
the nucleon.

6 Vacuum Solutions

I am now going to discuss the solution of the vacuum equations in both models and show that

both of them are capable of describing magnetic catalysis. Vacuum refers to µ∗ < M , i.e. there is

no nucleonic contribution to the pressure, but it does not imply B = 0.

6.1 Walecka Model

In both models, the scalar as well the baryon density are zero in the vacuum, nB = ns = 0, therefore

the self-consistency equations are reduced trivially by one equation, since the vector condensate is

always vanishing, ω̄0 = 0 . In the vacuum nothing should depend on the chemical potential, so it

is physically consistent that the e�ective chemical potential has no in�uence too. In the Walecka

model only one equation is left,

m2
σσ̄

gσ
+ bmN (gσσ̄)2 + c(gσσ̄)3 +

qBMN

2π2

[
x(1− lnx) +

1

2
ln

x

2π
+ ln Γ(x)

]
= 0 . (6.1)

In absence of the magnetic �eld, the equation is obviously solved trivially by σ̄ = 0. (In the limit

B → 0 the sea contribution vanishes as expected, even if this can not be seen directly since x

depends on the magnetic �eld to.) Since the neutron is uncharged, q = 0, its mass is also not

a�ected by the magnetic �eld in the vacuum, only by �nite baryon densities. The other solutions

can be obtained by solving the remaining quadratic equation;

σ̄1,2 = −bmN

2gσc
±

√(
bmN

2gσc

)2

− m2
σ

g4
σc
. (6.2)

For the chosen set of parameters presented in Tab. 4.1, there is no further real solution, rendering

σ̄ = 0 to the only existing one. This makes a lot of sense from a physical point of view: in the

vacuum at B = 0 the e�ective mass MN = mN − gσσ̄ is always equal to the mass parameter

mN of the Lagrangian, since there is nothing that in�uences the mass. This is always true, also

for a slightly di�erent set of parameters, but in this case, other real solutions appear, which we

consequently have to neglect (see App. D).
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For small magnetic �elds, i.e. for big values of x =
M2
N

2qB , we can expand the sea contribution of

the self-consistency equations,

qBM

2π2

[
x(1− lnx) +

1

2
ln

x

2π
+ ln Γ(x)

]
=

(qB)
2

12π2 (mN + gσσ̄)
+O

(
B4
)
, (6.3)

where we see that the lowest order is given by O
(
B2
)
. Therefore, we assume a quadratic ansatz

for the e�ective mass at small �eld strengths of the form

MN = mN

(
1 +

(
qB

qB0

)2
)
, (6.4)

which accounts for the fact that the e�ective mass at vanishing magnetic �eld is mN . In order to

calculate the numerical value of B0 we recognize that at B = B0 the e�ective mass is twice the

nucleon mass, MN = 2mN . Rewriting Eq. (6.1) in terms of the e�ective mass, gσσ̄ = mN −MN ,

and then setting B = B0 and MN = 2mN allows us to solve for B0. At small magnetic �elds the

behavior of the e�ective mass is consequently given by

MN (µ = T = 0)

mN
w 1 +

g2
σ (qB)

2

12π2m2
Nm

2
σ

w 1 +

(
qB

0.67GeV2

)
. (6.5)

For high magnetic �elds the model in its present form can not be trusted any more. Fitting the

parameters to the same experimental values except for the e�ective mass at the onset, which is

changed to MN = 0.78mN , reveals this fact rather clearly. In this new parameter set, which is

discussed in App. D, the physical solution ceases to exist around qB w 0.3GeV2. It might be

possible to cure this problem by allowing for B-dependent meson masses. In the current approach

within the mean �eld approximation, in both models the mesons do not feel the magnetic �eld at

all. Such an e�ect could be included for instance via meson loop corrections or a more microscopic

approach. Throughout this thesis I will neglect such e�ects on the meson masses and couplings.

The remaining equation Eq. (6.1) has to be solved numerically, the result in comparison to the

analytic result for small B is shown in Fig. 6.2.

The full numerical result is plotted with the black, solid line. One can clearly see that the

e�ective mass increases with the magnetic �eld. This e�ect is called magnetic catalysis and presents

one of the main results of this thesis. As far as we know, it is the �rst time that magnetic catalysis

has been incorporated into e�ective models for nuclear matter. For B → 0 the mass converges

to the vacuum value of mN = 939 MeV. For small magnetic �elds, the analytic solution, which is

represented by the blue, dash-dotted line, �ts the numerical result quite well, for higher magnetic

�elds the raise in the mass is higher than the analytical approximation. The constant, red, dashed

line would be the result if the B-dependent sea contribution is neglected. Without the additional,

�eld dependent term, σ̄ = 0 is the only solution for all values of the magnetic �eld, where a

vanishing condensate leads to a constant mass. The same is true for the uncharged partners,

which is, in the case of the Walecka model, the neutron. The mass of the neutron in the vacuum

is constant, it is only a�ected by �nite baryon densities.

6.2 eLSM

In the extended linear sigma model, the free energy in the vacuum at B = 0 is simply the tree-level

potential, de�ned in Eq. (5.17). The equations to solve in this case are the minimization of the

tree-level potential w.r.t. to the three condensates. Since the role of the vector condensate ω̄0 is
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Figure 6.2: E�ective nucleon mass at µ = T = 0 as a function of the magnetic �eld in the Walecka
model. The solid black line shows the full numerical result. One can see that the mass of the nucleon
increases with the magnetic �eld, which is the e�ect of magnetic catalysis. The dashed-dotted, blue
line represents the analytical result for small magnetic �elds. The straight, red, dashed line would
be the result without magnetic catalysis. In this case, where the B-dependent sea contribution is
neglected, the nucleon mass does not depend on the �eld and stays constant at MN = mN = 939
MeV, which is also true for the uncharged neutron. For comparison to astrophysical units, a �eld
strength of qB = 0.1GeV2, given in natural Heaviside-Lorentz units, corresponds to B = 1.7×1019

G in Gaussian units, where q = e w 0.30.

exactly the same as in the Walecka model, one still obtains ω̄0 = 0 . The remaining two equations

are given by
∂U

∂χ̄
=
∂U

∂σ̄
= 0 , (6.6)

ε+m2σ̄ − λσ̄3 + 2gχ̄σ̄ = 0 , (6.7)

gσ̄2 −m2
χχ̄ = 0 . (6.8)

The second equation relates the tetraquark condensate in the vacuum to the square of the chiral

condensate. Inserting this relation into the �rst equation leads to an cubic equation for the chiral

condensate, which can be solved analytically. The equation and its solution are given by

0 = ε+m2σ̄ − λσ̄3 +
2g2σ̄3

m2
χ

, (6.9)

σ̄(µ = T = B = 0) =
2m

√
3
√
λ− 2g2

m2
χ

cos

[
1

3
arccos

(
3
√

3ε

2m3

√
λ− 2g2

m2
χ

)]
' 154.3MeV .(6.10)

For the numerical value we have inserted the values obtained by the parameter �t in Sec. 5.1. In

the parametrization used there, the solution can be converted to σ̄(µ = T = B = 0) = Zfπ w 154.3

MeV, which is shown explicitly in appendix C. For the tetraquark condensate one therefore obtains

a numerical value of

χ̄ =
gσ̄2

m2
χ

w 27.9MeV . (6.11)

Inserting these values into the expression for the masses of the nucleon and its chiral partner one

computes per construction mN = MN (µ = T = B = 0) = 939 MeV and mN∗ = MN∗(µ = T =

B = 0) = 1535 MeV. With the help of these results, the tree-level potential can be plotted as a

41



-200 -100 0 100 200

-1 ´ 106

0

1 ´ 106

2 ´ 106

3 ´ 106

Σ @MeVD

U
v

ac
�m

N4

Figure 6.3: tree-level potential of the eLSM in the vacuum as a function of the chiral condensate σ̄.
Due to the linear term εσ̄ in the potential, the function is not completely symmetric but slightly
shifted, resulting in just one global minimum. This is the result of explicit symmetry breaking.

function of one variable, the chiral condensate, which is done in Fig. 5.17. Due to the explicit

symmetry breaking of the chiral symmetry by the linear term in the potential, εσ̄, the function is

not completely symmetric. If a symmetry is explicitly broken but still approximately realized, the

resulting Goldstone bosons, after the spontaneous breaking of the approximate global symmetry,

acquire small masses. This happens because there is a small slope in the circle of the mexican

hat, which results from rotation of the plotted potential around the central axis. In case of chiral

symmetry breaking, the (pseudo-) Goldstone bosons are the three pions of the piontriplett. In

order to take these particles into account one has to work beyond the mean �eld approximation,

which is not done in this thesis.

In similarity to the Walecka model, both condensates, χ̄ and σ̄, increase quadratically with the

magnetic �eld. This is in agreement with chiral perturbation theory [12] (in the chiral limit, the

behavior is linear in the magnetic �eld [11, 87]), and also with the quark-meson model [45] and the

holographic Sakai-Sugimoto model [88]; see Ref. [19] for a comparison of lattice QCD results with

the various model predictions. Inserting this ansatz into the �rst two equations of Eq. (5.30), one

can calculate the coe�cients in the eLSM analytically. Unfortunately there is no simple expression

like in the Walecka model, so I only quote the numeric result for the nucleon mass,

MN (µ = T = 0) w mN

(
1 +

(
qB

0.51GeV2

)2
)
. (6.12)

Since this result is actually obtained by assuming an ansatz for the condensates and not for the

mass itself, it is also valid for the behavior of the mass of the chiral partner, only the vacuum mass

mN has to be replaced by mN∗ on the r.h.s. of the equation. The full numerical result is presented

in Fig. 6.4.

The numerical result is again plotted in solid black. Similar to the Walecka model, the mass

increases with the magnetic �eld, proving that magnetic catalysis can also be incorporated into

the extended linear sigma model and in the huge variety of similar models. As stated at the very

beginning of this thesis, magnetic catalysis seems to be a model independent e�ect that can be

included into models for dense nuclear matter. The chosen range of the magnetic �eld is very large

so that one can see the expected linear increase of the mass at high magnetic �elds. At small

magnetic �elds the result coincidences again with the analytical approximation. For uncharged
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Figure 6.4: E�ective mass of the nucleon and its chiral partner in the vacuum, µ = T = 0, as
a function of the magnetic �eld, in the extended linear sigma model. The solid black lines show
the full numerical result for the nucleon and its chiral partner, starting from the B = 0 values
mN = 939 MeV and mN∗ = 1535 MeV. The chosen scale for the magnetic �eld is very large in
order to show that the masses increase linearly for high �eld stregths. For small �elds, the results
are again very close to the analytical approximation, represented by the blue, dashed-dotted lines.
Without magnetic catalysis the masses would both stay constant again, indicated for the nucleon
by the red, dashed line.

particles, or in the case where the e�ect of magnetic catalysis is neglected, the masses stay constant

again, indicated for the nucleon by the red, dashed line.

At the end of this chapter it is very instructive to compare the results of the two models. As

explained before, the contribution of the chiral partner in the eLSM to the matter part of the free

energy can be neglected, since we are working at energies well below the vacuum mass mN∗ = 1535

MeV. However, its contribution to the magnetic sea term can not be neglected. If one removes this

contribution by hand, the obtained result is very close to the result in the Walecka model. This

can be seen in Fig. 6.5. In Eq. (5.33) I have stated that states with mass squares larger than the

regarded magnetic �elds, i.e. m � 2qB, do not contribute. Nevertheless, the mass of the chiral

partner is high enough to change the result signi�cantly. This leads to the assumption that in a

more complete treatment, additional charged hadronic states like pions or hyperons have to be

taken into account.
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Figure 6.5: Comparison of the vacuum masses in the Walecka model and the eLSM. In principle,
magnetic catalysis is even stronger in the eLSM. If one removes the in�uence of the chiral partner to
the sea-contribution by hand, the results are much more similar, indicating that the main di�erence
arises due to the presence of an additional hadronic state.

7 Baryon onset of nuclear matter

In this section I will calculate the onset of nuclear matter at T = 0 in both models, �rst starting

at vanishing magnetic �eld, B = 0, and later on as a function of the magnetic �eld. The two

corresponding equations 4.48 in the Walecka model respectively three in the eLSM 5.30 are solved

numerically, where also the matter contributions have to be included. This allows us, for a given

magnetic �eld, to calculate the e�ective mass as a function of the chemical potential. From this

calculation only, it is not clear where the onset takes place, since it is lowered by the binding

energy too. Without magnetic �eld, we expect the onset to take place at µ0 = 922.7 MeV per

construction, since we have �tted both models to reproduce a binding energy of Ebind = −16.3

MeV at saturation. In principle, we already know how the vacuum mass responses as a function of

the B-�eld, but also the binding energy changes with the �eld, leading to a non trivial behavior of

the onset. How the onset can be computed is explained exemplarily in the following section in the

Walecka model at B = 0. Beside the fact that in the eLSM and in presence of a magnetic �eld the

equations are more complicated to solve, the principle of the calculation is una�ected, therefore I

will only present the �nal results.

7.1 Vanishing magnetic �eld

As a �rst step we solve the self-consistency equations Eqs. (4.48) in the Walecka model for di�erent

values of the chemical potential at vanishing magnetic �eld. The result can be seen in Fig. 7.1.

This plot is very instructive in order to understand the nature of the solution. The shaded area

represents the vacuum, i.e. µ∗ < MN . Since the vector condensate vanishes in the vacuum3,

i.e. ω̄0 = 0, the e�ective chemical potential µ∗ is equal to the thermodynamic chemical potential

µ, so the vacuum can equivalently be characterized by µ < MN . In the vacuum, all solutions do

not depend on µ, which results in the constant solution, plotted in solid black.

In the unshaded area, µ and µ∗ di�er due to the now existent condensate ω̄0. In a certain

regime, three solutions exist (in the �gure, the three solutions are given by the solid, black line,

3At B = 0 this is true for both condensates, in presence of a magnetic �eld only the vector condensate vanishes
in the vacuum.
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Figure 7.1: E�ective mass at B = 0 in the Walecka model as a function of the chemical potential.
The solid, black line represents the vacuum solution, which does not depend on µ. The shaded
area marks the vacuum, i.e. µ∗ < MN . Since the vector condensate vanishes in the vacuum this
is equivalent to µ < MN . The dashed, vertical, green line marks the onset at µ0 = 922.7 MeV.
At this point the e�ective mass changes discontinuously from MN = mN to MN = 0.8mN . Both
numerical values are obtained by construction, since they enter the parameter �t as an experimental
input.

the dotted, blue line which reaches to the minimum of µ, and the dashed, red line). In order to

decide which solution is realized in nature, one has to compute which one leads to the lowest free

energy. Before the onset, the free energy of the vacuum is the lowest one. At the onset, the free

energy of nuclear matter is exactly equal to the vacuum free energy and starts to be preferred from

there on. This is a phase transition of the �rst order, since the �rst derivative of the potential is

discontinuous. At the onset, the baryon density and the scalar density jump from zero to a �nite

value. Also the mass and the condensates are discontinuous at the onset, since all these quantities

can be obtained by a �rst derivative of the potential. Therefore, one can calculate the onset by

requiring the pressure of the vacuum to be identical to the pressure of nuclear matter (at B = 0 the

vacuum pressure in the Walecka model is zero). In Fig. 7.2, the free energy for this case is plotted

as a function of the chemical potential. Since the absolute value of the energy has no meaning

for us due to the undetermined energy scale, we normalize it to the fourth order of the nucleon

mass, rendering the plotted quantity dimensionless. In the vacuum the pressure is independent

of the chemical potential (in this case even zero), therefore we obtain the constant, solid, black

line corresponding to the constant vacuum solution MN = mN in Fig. 7.1. Like in the plot of the

e�ective mass, there is a region where three solution exist, each one corresponding to one solution

in the mass diagram. The free energy now tells us which solution is energetically preferred at a

given chemical potential and therefore realized in nature. As one can see, the blue, dotted line

is never preferred. In plots of this kind, these region is often not shown in the mass plot since

it has no physical signi�cance. The meeting point of the two matter branches in the free energy

corresponds to the point in the mass diagram with the lowest chemical potential, where the blue

and the red solution meet. Following the dotted line up to the vacuum in the mass plot corresponds

to following it in the free energy down to the vacuum solution, where it ends at µ = mN . Starting

from the contact point of the matter branches again, we can follow the red, dashed line until it

crosses the vacuum solution of the free energy. This is where the onset takes place, marked by

the dashed vertical, green line in both �gures. Physically, in the plot of the free energy we have
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Figure 7.2: Free energy in the Walecka model at B = 0 as a function of the chemical potential µ.
In the vacuum the pressure is zero, resulting in the constant black, solid line which reaches to the
vacuum nucleon mass, µ = mN = 0.939 GeV. The dotted, blue line corresponds to the equivalently
looking line in Fig. 7.1. Since this solution is energetically never preferred, it is not realized in
nature. At the onset, marked by the vertical, dashed line at µ0 = 922.7 MeV, the energy of nuclear
matter starts to be lower than the vacuum energy. Physically, we have to follow the black, solid
line until the onset and then switch to the red, dashed line. Since this change is not continuously
di�erentiable, the baryon onset is considered a �rst order phase transition.

to follow the vacuum solution until the crossing point with the lower matter solution (red, dashed

line), and follow this solution from there on, which corresponds to a jump in the mass plot.

In the extended linear sigma model, the structure of the solution in the vicinity of the onset is

completely the same, which proofs that the �t to the binding energy at saturation was successful in

both models. In the extended linear sigma model, it would be possible to go to even higher chemical

potentials and see a second phase transition, where the chiral symmetry is partially restored. At

this point the mass of the chiral partner and the nucleon mass become nearly degenerated, due to

the (nearly) vanishing chiral condensate. For vanishing magnetic �eld, the masses of the nucleon

and its chiral partner are plotted in Fig. 7.3.

The scale o� this plot is larger compared to the ones presented in the Walecka model in order to

see the in�uence of the chiral partner in the calculations. Focusing on the solution of the nucleon

mass �rst, which is presented by the solid, blue line starting at MN = mN in the vacuum, i.e. the

shaded area, one recognizes the same behavior as in the Walecka model. Per construction the onset

of nuclear matter takes place at µ0 = 922.7 MeV, where the mass drops to MN = 0.8mN . It was

stated before that neglecting the in�uence of the chiral partner to the matter contribution (not

the sea-contribution) is an exact approximation close to the onset. This is proofed numerically

by looking at the dashed, orange line. In vicinity of the onset, no di�erence between the two

solutions can be found. The two functions start to di�er at the point where the e�ective mass

becomes lower than the e�ective chemical potential. In order to see this, the e�ective chemical

potential is plotted with a dash-dotted, black line, and the mass of the chiral partner in solid red,

starting at MN = mN∗ = 1535 MeV. It is interesting to note that the mass of the chiral partner

is not constant until it reaches the vacuum boundary. Its solution already starts to di�er at the

moment the nucleon sets in, which is clear by the structure of the self-consistency equations 5.30.

Both partners are present in one equation, so the onset of the nucleon already starts to alter the

vacuum solution of N∗. Therefore, in order to estimate the in�uence of N∗ one has to check if

µ∗ > MN∗ since µ∗ 6= µ after the onset of N . The onset of the chiral partner alters the nucleon
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Figure 7.3: E�ective mass of the nucleon and its chiral partner in the eLSM as a function of the
chemical potential. Additionally, the e�ective nucleon mass is calculated without the contribution
of the chiral partner to the matter part of the free energy, marked by the orange, dashed line. It
can be seen that this approximation is exact in the vicinity of the onset. The two functions start
to di�er at the point where the mass of the chiral partner (red, solid line) becomes smaller than
the e�ective chemical potential, plotted with a dash-dotted, black line.

mass drastically. However, the solution is not unique in this area since the chiral phase transition,

where the chiral symmetry is partially restored, takes place at some value of µ > µ0. Note that

the two masses start to become nearly degenerate at this stage, as explained earlier in this thesis.

This part of the diagram has no physical signi�cance, since it is never energetically preferred. It

would be very interesting to investigate the chiral phase transition in the eLSM in the presence of

a magnetic �eld, which is beyond the scope of this work since I am focusing on the baryon onset

only.

7.2 Nonzero magnetic �eld

In the presence of a magnetic �eld, two cases are possible: the onset can take place later than the

onset at vanishing magnetic �eld, or even earlier. This happens if the binding energy, which is also

altered by the magnetic �eld and makes creation of nuclear matter easier, dominates the e�ect of

magnetic catalysis. In this case, a magnetic �eld can even facilitate the creation of nuclear matter.

This is sometimes referred to as �inverse� magnetic catalysis (IMC) and �rst has been seen in the

NJL model in Ref. [33]. This case never happens in the eLSM for our chosen set of parameters.

Both cases are present in the Walecka model and are shown in Fig. 7.4. At the magnetic �eld

chosen here, qB = 0.07GeV2 , the e�ect of inverse magnetic catalysis is most pronounced. The

binding energy at saturation can be de�ned by the amount of energy which facilitates the creation

of nuclear matter compared to the creation of a single nucleon, i.e. the di�erence between the

chemical potential at the onset and the e�ective vacuum mass of the nucleon.

Ebind(qB) = µ0(qB)−MN (µ = T = 0, qB) , (7.1)

where Ebind(qB = 0) w −16.3MeV was one of our �t parameters. This is the mathematical

expression of the physical phenomenon which describes the onset as an interplay between the

binding energy and magnetic catalysis, since a simple rearrangement gives µ0(qB) = Ebind(qB) +

MN (µ = T = 0, qB). With help of this de�nition, the binding energy can easily be read o� from the
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(a) At qB = 0.07GeV2, the onset takes place earlier than without magnetic
�eld. In this case, a magnetic �eld even facilitates the onset of nuclear matter
since the increased binding e�ect dominates the e�ect of magnetic catalysis on
the vacuum masses.
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(b) At qB = 0.14GeV2, the e�ect of magnetic catalysis has taken over com-
pletely, leading to a higher value of the critical chemical potential than with-
out magnetic �eld.

Figure 7.4: E�ective nucleon mass as a function of the chemical potential in the Walecka model
for di�erent �xed magnetic �eld strengths. For comparison, the qB = 0 result is plotted with a
dashed line in both �gures. All solutions are obtained in the lowest Landau level approximation.
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mass plots as the length of the horizontal line between the actual onset and the vacuum boundary.

The onset of nuclear matter can now be calculated numerically as a function of the magnetic �eld.

The results are presented in Fig. 7.5.

The second �gure shows oscillatory behavior due to the Landau levels, which are barley visible

in the �rst plot since they happen at a very small range of the chemical potential. With raising

magnetic �eld, less and less levels are occupied. In both models, the oscillations stop for a �eld

larger than qB ' 0.032GeV2, meaning that above, only the lowest Landau level (LLL) is occupied.

This also justi�es the use of the LLL approximation for the calculation o� the masses, which are

performed at such high magnetic �elds that the approximation is exact.

For su�ciently strong magnetic �elds, magnetic catalysis dominates the onset in both models,

making the creation of nuclear matter increasingly more di�cult with increasing magnetic �eld.

This happens due to the larger vacuum mass of the nucleon. For comparison, the wrong solu-

tions, ignoring magnetic catalysis, are plotted for both models. The two dashed lines are barley

distinguishable and show a qualitative di�erence to the correct renormalized case. At the maximal

plotted magnetic �eld, the di�erence in the critical chemical potential is about ∼ 10%, for the sat-

uration density at the onset the di�erence is about ∼ 25% (Fig. 7.7)and the binding energy even

di�ers by ∼ 90% (Fig. 7.6). In the context of QCD, these results can be interpreted as follows.

From lattice calculations it is known, that the chiral condensate increases monotonically with the

magnetic �eld at zero temperature, leading to an increase in the quark masses. It is not clear

a priori if this e�ect also leads to an increase of the nucleon mass, since the interaction between

the quarks is also in�uenced by the magnetic �elds. The Walecka model as well the eLSM treat

nucleons as pointlike particles and neglect completely their inner structure, so these models show

a simple increase of the vacuum masses too. Indeed, their are current calculations [57], concluding

that the mass of the neutron decreases with the magnetic �eld. In these calculations, the inner

structure is taken into account, whereas the in�uence of the chiral condensate is neglected. There-

fore, one might expect that these two e�ects will counteract in a full treatment, where it is not a

priori obvious which e�ect will dominate.

In our approach, the higher vacuum nucleon mass suggests a higher critical chemical potential,

but also the interactions between the nucleons themselves are modi�ed by the magnetic �eld,

resulting in a dependence of the binding energy on the �eld. This e�ect is included in both

models, since the nucleonic interactions are actually described by the meson exchange, which form

a condensate and alter the mass. These two e�ects, binding energy and vacuum mass, counteract

and lead to a non trivial behavior of the onset.

One signi�cant di�erence of the considered models is the monotonic increase of the onset chem-

ical potential in the extended linear sigma model, where as in the Walecka model a regime exists

where inverse magnetic catalysis happens. This is consistent with the observations made in Fig. 6.5,

where a stronger catalysis in the eLSM can be seen. There, the e�ect is too strong for the binding

energy to overcome. This stronger catalysis in the eLSM was attributed to the existence of the

chiral partner. If one removes the in�uence of the chiral partner to the sea contribution by hand,

also the onset curves of the two models become very similar! This is also true if the hole sea contri-

bution is neglected, as the dashed lines in Fig. 7.5 show. However, this seems to depend strongly

on the choice of parameters, since slightly di�erent parameters in the eLSM, which are able to

reproduce vacuum properties better but fail at saturation, lead to a di�erent behavior. In order

to see the interplay between binding energy and magnetic catalysis at the onset it is instructive to

calculate the binding energy itself (at the onset), which is done in Fig. 7.6. The solid lines show

the result in both models. In the eLSM, the binding energy is even more a�ected by the correct

renormalization. However, in both models the absolute value of the binding energy is even higher

49



Walecka

eLSM

900 920 940 960 980 1000
0.00

0.05

0.10

0.15

Μ @MeVD

q
B

@G
eV

²D

(a) The solid blue line shows the result in the Walecka model, the red one
in the eLSM. For comparison, the barley indistinguishable dashed lines repre-
sent the solution without magnetic catalysis in both models, i.e. ignoring the
B−dependent sea contribution, what has been done in the existing literature so
far. This means, that the onset is totally driven by the binding energy.
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(b) Zoom in for small magnetic �elds, showing oscillations due to the Lan-
dau level structure. The dashed lines represent again the solution without
magnetic catalysis. All functions converge to the critical chemical potential
at qB = 0, given by µ0 = 922.7 MeV.

Figure 7.5: Onset of nuclear matter as a function of the background magnetic �eld.

50



eLSM

Walecka

0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14

-60

-50

-40

-30

-20

-10

0

qB @GeV²D

E
b

in
d

@M
eV

D

Figure 7.6: Binding energy along the onset of nuclear matter in both models. In the eLSM,
the binding energy is slightly more a�ected by the correct renormalization than in the Walecka
model. However, in both cases the absolute value of the binding energy is lowerd compared to the
unrenormalized results, marked by the barley indistinguishable dashed lines. If one exchanges the
axes, �ips the plot by π

2 and subtracts the vacuum nucleon mass, the dashed lines are identical to
the unrenormalized onset, since the binding energy completely drives its behavior.

than without correct renormalization, plotted with the barley indistinguishable dashed lines. If

the magnetized sea contribution is neglected for the onset and the binding energy, the latter is

solely responsible for the non trivial behavior of the onset. This can be seen if the wrong binding

energy is rotated by 90°, i.e. the axes are exchanged, and corrected by the vacuum nucleon mass.

The resulting curve is completely identical to the wrong onset curve. Mathematically this can be

understood by recalling the de�nition of the binding energy, Ebind = µ0 −MN (µ = T = 0, qB).

Ignoring magnetic catalysis transforms the e�ective vacuum nucleon mass MN (µ = T = 0, qB) to

the constant mass mN , MN → mN , so rearranging the de�nition of the binding energy yields

µ0(qB) = Ebind(qB) +mN . (7.2)

Finally, Fig. 7.7 shows the baryon density at the onset. As expected, one can see De Haas�van

Alphen oscillations, which stop at qB ≈ 0.032GeV2, marking the onset of the lowest Landau level.

In both models, incorporating magnetic catalysis leads to slightly higher densities compared to the

wrong results, presented by the dashed lines.

NJL, Sakai Sugimoto??
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Figure 7.7: Baryon density along the onset of nuclear matter, showing De Haas�van Alphen oscil-
lations. At qB ≈ 0.032GeV2, one can see the beginning of the lowest Landau level. The wrong
results are presented as usual with the corresponding dashed line. Including the magnetized Dirac
sea increases the density in both models.

8 Summary and Outlook

In this thesis and the resulting publication [51], we have discussed the in�uence of a background

magnetic �eld on the onset of nuclear matter. After a short recap of chiral symmetry and magnetic

catalysis in quantum chromo dynamics, we derived the correct renormalization of the free energy

in a relativistic �eld theoretical approach in presence of a magnetic �eld. For this purpose, the

solution of the corresponding Dirac equation was derived and discussed. As a next step I introduced

two �eld theoretical models for relativistic, dense nuclear matter, the Walecka model and the

extended linear sigma model (eLSM). Both models are �tted to the same properties of nuclear

matter at saturation, the mean �eld approximation was applied and the equations for the self

consistent determination of the appearing condensates were derived. The main goal has been to

investigate the in�uence of the B-dependent contribution of the Dirac sea which has been omitted

in previous studies on magnetized nuclear matter, but has been taken properly into account in

similar studies of quark matter in background magnetic �elds. This contribution can be physically

interpreted as magnetic catalysis, which is de�ned as an enhancement of the chiral condensate

by a background magnetic �eld. In the Walecka model, magnetic catalysis shows up indirectly

by increasing the e�ective nucleon mass with the �eld, whereas in the eLSM it can be observed

directly, leading to the increase of the absolute value of the chiral condensate. It has been shown

that the in�uence to the transition from vacuum to dense nuclear matter, i.e. the baryon onset, is

enormous. Whereas creating nuclear matter becomes less costly with increasing magnetic �eld due

to the increased binding energy if the magnetized Dirac sea is ignored, taking magnetic catalysis

properly into account leads to an increase of the vacuum mass of the nucleon. This e�ect dominates

the e�ect of the increased binding energy for su�ciently large �elds, rendering the creation of

nuclear matter energetically more costly with increasing �eld strengths, even though the binding

energy is also increased by magnetic catalysis. Although both models agree qualitatively they

di�er quantitatively, since magnetic catalysis is more pronounced in the eLSM. We have been able

to show that this di�erence is mostly caused by the presence of an additional baryonic state in

the eLSM, the chiral partner of the nucleon, N(1535). Its presence in the Dirac sea leads to a

stronger magnetic catalysis, although it is to heavy to be populated in nuclear matter. For the

52



matter part, the mass has to be compared solely to the e�ective chemical potential in order to

check if a state contributes, whereas for the magnetized vacuum, the magnetic �eld sets the scale!

These observation suggest that in a more complete treatment, more charged hadronic states, like

pions, rho mesons or even hyperons, should be taken into account.

Our investigations open up various interesting questions which could be addressed in the future.

For example, the calculations should be extended in order to account for a more realistic description

of nuclear matter. First of all, the magnetic �eld couples only to the charged states in our approach,

since we neglect the anomalous magnetic moment (AMM) of the nucleons. Previous studies have

accounted for the AMM by an e�ective approach, but magnetic catalysis has been ignored. This

approach is not renormalizable and breaks down for high magnetic �elds, where magnetic catalysis

is most pronounced, making a more microscopic approach desirable.

For applications to compact stars, the condition of beta equilibrium and charge neutrality

have to be ful�lled as well the models have to be extended to higher densities. As this seems

to be straight forward by extending existing literature by our vacuum contribution it remains to

calculate if magnetic catalysis has a sizable e�ect on the equation of state and therefore to mass

radius relations, merger processes or other phenomenons which are a�ected by the equation of

state.

As seen in Sec. 7.1, at larger values of the chemical potential, a second phase transition can be

seen in the eLSM, where the chiral symmetry is approximately restored, an e�ect which can not

be described in the Walecka model. It would be interesting to discuss the chiral phase transition

in presence of a magnetic background �eld in our setup. In a more complete treatment, the

incorporation of a chiral asymmetric phase in form of a chiral density wave could be instructive.
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A Selfconsistency equations in more detail

In this Appendix I show that the T = 0 approximation can be applied before taking the derivatives

of the pressure w.r.t. to the condensates. Since we convert the derivative into a derivative w.r.t. to

the e�ective mass or chemical potential, this proof is true for the Walecka model as well the

extended linear sigma model (eLSM).

In the Walecka model the equations to solve are given by

∂ΩN,mat
∂σ̄

=
∂M

∂σ̄

∂ΩN,mat
∂M

= −gσ
∂ΩN,mat
∂M

≡ 0 , (A.1)

∂ΩN,mat
∂ω̄0

=
∂µ∗
∂ω̄0

∂ΩN,mat
∂µ∗

= −gω
∂ΩN,mat
∂µ∗

≡ 0 . (A.2)

In the eLSM we are dealing with three condensates, so we also obtain three equations. Additionally

we have to sum over the two di�erent masses MN and MN∗ , which depend on the condensates σ̄

and χ̄. The de�nition of the e�ective chemical potential is the same in both models.

∂ΩN,mat
∂σ̄

=
∑

i=N,N∗

∂Mi

∂σ̄

∂ΩN,mat
∂Mi

≡ 0 , (A.3)

∂ΩN,mat
∂σ̄

=
∑

i=N,N∗

∂Mi

∂χ̄

∂ΩN,mat
∂Mi

≡ 0 , (A.4)

∂ΩN,mat
∂σ̄

=
∂µ∗
∂ω̄0

∂ΩN,mat
µ∗

≡ 0 , (A.5)

where the derivatives of the masses are given by

∂Mi

∂σ̄
=

(
g1+g2

4

)2
σ̄√(

g1+g2

4

)2
σ̄2 + (aχ̄)

2
± g1 − g2

4
, (A.6)

∂Mi

∂χ̄
=

a2χ̄√(
g1+g2

4

)2
σ̄2 + (aχ̄)

2
. (A.7)

The plus sign in the �rst equation corresponds to MN and the minus sign to the chiral partner

MN∗ . In the case of the χ̄ condensate the contributions of the two states do not di�er.

The contribution of the magnetic �eld can now be calculated independently of the model ,

except for the parameter M which di�ers.

∂ΩN,mat
∂M

= − qB
2π²

θ (µ∗ −M)

∞∑
ν=0

αν

{
− Mµ∗
kF,ν

− 2M ln

(
kF,ν + µ∗√
M2 + 2νqB

)

−
(
M2 + 2νqB

)√
M2 + 2νqB

kF,ν + µ∗

− mi
kF,ν

√
M2 + 2νqB − M(kF,ν+µ∗)√

M2+2νqB

M2 + 2νqB

}
(A.8)

Now we are going to simplify the second line of the inner bracket, using the de�nition of kF,ν =
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√
µ2
∗ − (M2 + 2νqB):

=

{√
M2 + 2νqB

kF,ν + µ∗

(
M

kF,ν

(
M2 + 2νqB

)√
M2 + 2νqB

+
M2 (kF,ν + µ∗)√
M2 + 2νqB

)}
,

=

{
1

kF,ν + µ∗

(
M

kF,ν

(
M2 + 2νqB

)
+M (kF,ν + µ∗)

)}
,

=

{
M

kF,ν + µ∗

(
1

kF,ν

(
µ2
∗ − k2

F,ν

)
+ (kF,ν + µ∗)

)}
, (A.9)

=

{
M

(
(µ∗ − kF,ν)

kF,ν
+ 1

)}
,

=
Mµ∗
kF,ν

.

This term cancels the �rst term of the bracket in the �rst line, so as a �nal result we obtain

∂ΩN,mat
∂M

=
qB

π²
θ (µ∗ −M)

∞∑
ν=0

ανM ln

(
kF,ν + µ∗√
M2 + 2νqB

)
, (A.10)

= ns(qB) , (A.11)

where we have introduced the scalar density ns for charged fermions as follows:

ns(qB) =
∂ΩN,mat(qB)

∂M
=
qB

π²
θ (µ∗ −M)

∞∑
ν=0

ανM ln

(
kF,ν + µ∗√
M2 + 2νqB

)
. (A.12)

The uncharged part is very similar to calculate,

∂ΩN,mat
∂M

= − ∂

∂M

{
Θ (µ∗ −M)

8π2

[(
2

3
k3
F −M2kF

)
µ∗ +M4 ln

kF + µ∗
M

]}
,

= −Θ (µ∗ −M)

8π2

[
−kFMµ∗ −

M3

kF
µ∗ + 4M3 ln

kF + µ∗
M

−M3 +
M5

kF (kF + µ∗)

]
,

= −Θ (µ∗ −M)

8π2
M3

[
−kFµ∗

M
− µ∗
kF

+ 4 ln
kF + µ∗
M

− 1 +
(µ∗ − kF ) (µ∗ + kF )

kF (kF + µ∗)

]
,

= −Θ (µ∗ −M)

8π2
M3

[
−kFµ∗

M
− µ∗
kF

+ 4 ln
kF + µ∗
M

− 1 +
(µ∗ − kF )

kF

]
,

= −Θ (µ∗ −M)

8π2
M3

[
−kFµ∗

M
− µ∗
kF

+ 4 ln
kF + µ∗
M

− 1 +
(µ∗ − kF )

kF

]
,

=
Θ (µ∗ −M)M

2π2

[
kFµ∗ −M3 ln

kF + µ∗
M

]
,

= ns (qB = 0) . (A.13)

In the last line we have de�ned in complete analogy to the magnetic case the scalar density

ns (qB = 0) =
∂ΩN,mat
∂M

(qB = 0) =
Θ (µ∗ −M)M

2π2

[
kFµ∗ −M3 ln

kF + µ∗
M

]
. (A.14)

The derivative w.r.t. the e�ective chemical potential is also split into a charged and an uncharged
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contribution. Including the magnetic �eld, one obtains

∂ΩN,mat
∂µ∗

= − ∂

∂µ∗

{
qB

4π2
Θ (µ∗ −M)

νmax∑
ν=0

αν

[
µ∗kF,ν −

(
M2 + 2νqB

)
ln

kF,ν + µ∗√
M2 + 2νqB

]}
,

= − qB
4π2

Θ (µ∗ −M)

νmax∑
ν=0

αν

[
kF,ν +

µ2
∗

kF,ν
−
(
M2 + 2νqB

)
kF,ν

]
,

= − qB
4π2

Θ (µ∗ −M)

νmax∑
ν=0

αν

[
kF,ν +

µ2
∗

kF,ν
−
µ2
∗ − k2

F,ν

kF,ν

]
, (A.15)

= − qB
2π2

Θ (µ∗ −M)

νmax∑
ν=0

ανkF,ν ,

= −nB(qB) ,

where we found the negative of the baryon density for charged fermions,

nB =
qB

2π2
Θ (µ∗ −M)

νmax∑
ν=0

ανkF,ν . (A.16)

For uncharged fermions the derivation is again not very di�erent,

∂ΩN,mat
∂µ∗

= − ∂

∂µ∗

{
Θ (µ∗ −M)

8π2

[(
2

3
k3
F −M2kF

)
µ∗ +M4 ln

kF + µ∗
M

]}
, (A.17)

= −Θ (µ∗ −M)

8π2

[(
2kFµ∗ −M2 µ∗

kF

)
µ∗ +

(
2

3
k3
F −M2kF

)
+
M4

kF

]
,

= −Θ (µ∗ −M)

8π2

[
8

3
k3
F + kFM

2 −M2 µ
2
∗

kF
+M2µ

2
∗ − k2

F

kF

]
,

= −Θ (µ∗ −M)

8π2

[
8

3
k3
F

]
,

= −Θ (µ∗ −M)

3π2
k3
F ,

= nB(qB = 0) .

In the last line the expression for the uncharged baryon number density appears,

nB(qB = 0) = −∂ΩN,mat
∂µ∗

= Θ (µ∗ −M)
k3
F

3π2
. (A.18)

If one compares these result to the derivation in the main text one can indeed see that it does not

matter at which point the T = 0 approximation is applied.
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B Renormalization of the B-independent vacuum in theWalecka

model

In this appendix I want to show that the B-independent vacuum contribution in the Walecka model

is negligible at the onset. Therefore, we have to regularize the integral

Ωvac = −4

ˆ
d3k

(2π)
3 εk , (B.1)

with εk =
√
k2 +M2

N , which is inde�nite. Carrying out the angular integral after changing to

spherical coordinates yields

Ωvac = −4 · 4π
8π3

∞̂

o

dk k2
√
k2 +M2

N . (B.2)

There are three possibilities to regularize this divergent integral:

1. We can simply take the result from our calculations including the magnetic �eld and multiply

the result for B → 0 by a factor of 2 because of the isospin degeneracy.

2. We can use the proper time regularization again where we use the Schwinger representation

only for the dispersion relation and multiply the resulting proper time integral with the factor

k2 arising from the Jacobi determinant.

3. We can use a simple momentum cuto� for the integral.

I will proceed with number the third option, which leads, as expected, to the same result as method

two that is shown in the appendix of Ref. [51]. The B-independent vacuum contribution with the

momentum cuto� Λ is given by

Ωvac = − 2

π2

Λ̂

o

dkk2
√
k2 +M2

N . (B.3)

This integral can be solved analytically and can be expanded into a power series where we neglect

all terms indirect proportional to Λ or even lower since they vanish in the limit Λ→∞.

Ωvac = − Λ4

2π2
− M2

NΛ2

2π2
− M4

N

16π2
−
M4
N ln

(
MN

2Λ

)
4π2

. (B.4)

In order to separate the e�ective mass and the cuto� in the logarithm we introduce a renormaliza-

tion scale ` and add it to the energy via the identity 0 = ln 1 = ln `
` .

Ωvac = − Λ4

2π2
− M2

NΛ2

2π2
− M4

N

16π2
− M4

N

4π2

(
ln

(
MN

`

)
− ln

(
2Λ

`

))
. (B.5)

No we include counterterms to our Lagrangian up to the fourth order of the scalar meson conden-

sate, where we additionally add a linear term:

b = br + δb, c = cr + δc, m2
σ = m2

σ,r + δm2
σ . (B.6)
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The new part of the Lagrangian is termed δL and looks like

δL = −δam3
N (gσσ)− δm2

σ

2
σ − δb

3
mN (gσσ)

3 − δc

4
(gσσ)

4
, (B.7)

where we have added appropriate factors of the nucleon mass in order to keep the couplings

dimensionless. The corresponding change in the tree-level potential, sorted in orders of the e�ective

mass MN , reads

δU =

(
δa+

δm2
σ

2g2
σm

2
N

+
δb

3
+
δc

4

)
m4
N −

(
δa+

δm2
σ

g2
σm

2
N

+ δb+ δc

)
m3
NMN

+

(
δm2

σ

2g2
σm

2
N

+ δb+
3δc

2

)
m2
NM

2
N −

(
δb

3
+ δc

)
mNM

3
N +

δc

4
M4
N . (B.8)

Since the dynamical mass MN depends implicitly on µ andT , also some of the cuto� dependent

terms are altered with changing temperature and chemical potential. Therefore, we require the

counterterms to cancel the cuto� terms in each order of the cuto� and obtain a nested system of

coupled equations for the counterterms:(
δa+

δm2
σ

g2
σm

2
N

+ δb+ δc

)
m3
N = 0 , (B.9)(

δm2
σ

2g2
σm

2
N

+ δb+
3δc

2

)
m2
N = − Λ2

2π2
, (B.10)

−
(
δb

3
+ δc

)
mN = 0 , (B.11)

δc

4
= − 1

16π2
+

1

4π2
ln

(
2Λ

`

)
. (B.12)

The last equation determines δc = − 1
4π2 −+ 1

π2 ln
(

Λ
`

)
directly. By inserting the solution upstairs

like in a pyramid we obtain:

δc = − 1

4π2
+

1

π2
ln

(
2Λ

`

)
=

1

π2
ln

(
Λ

`′

)
, (B.13)

δb = −3δc =
3

4π2
− 3

π2
ln

(
2Λ

`

)
= − 3

π2
ln

(
Λ

`′

)
, (B.14)

δm2
σ

g2
σm

2
N

= − Λ2

m2
Nπ

2
+ 3δc = − Λ2

m2
Nπ

2
+

3

π2
ln

(
Λ

`′

)
, (B.15)

δa = 2δc− δm2
σ

g2
σm

2
N

=
Λ2

m2
Nπ

2
+

1

4π2
− 1

π2
ln

(
2Λ

`

)
=

Λ2

m2
Nπ

2
− 1

π2
ln

(
Λ

`′

)
. (B.16)

Here we have absorbed the constant term 1
4 into a new renormalization scale `′ = 1

2 exp
(

1
4

)
`. Now,

per construction, all terms beside the one proportional to M0
N vanish in δU . To all calculated

counterterms we can add a �nite, cuto� independent contribution which we will call δã, and so on.

Finally, the free energy reads

Ω = − Λ4

2π2
− m4

N

4π2
ln

Λ

`′
+

Λ2m2
N

2π2
+ U + ∆ΩN + ΩN,mat . (B.17)

The tree-level potential U and the matter contribution now only depend on the renormalized

quantities and ∆ΩN is given by

∆ΩN = δãm3
N (gσσ̄) +

δm̃2
σ

2
σ̄2 +

δb̃

3
mN (gσσ̄)3 +

δc̃

4
(gσσ̄)4 − M4

N

8π2
ln

(
M2
N

`2

)
. (B.18)
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We may require the �nite (tilded) counterterms to cancel the higher than fourth order terms of

σ̄,O(σ̄4), in ∆ΩN , in such a way that it only changes the free energy in �fth order of the condensate

or higher. For this purpose we expand the logarithmic term around σ̄ = 0 up to the fourth order

and require each order of σ̄ to vanish separately.

−M
4
N

8π2
ln
M2
N

`2
= − 1

8π2
(mN − gσσ̄)

4
ln

(
(mN − gσσ̄)

2

`2

)
(B.19)

= − 1

8π2
ln
m2
N

`2
+

1

4π2
gσmN

(
1 + 2 ln

m2
N

`2

)
σ̄ − gσm

2
N

8π2

(
7 + 6 ln

m2
N

`2

)
σ̄2

+
g3
σmN

12π2

(
13 + 6 ln

m2
N

`2

)
σ̄3 − g4

σ

48π2

(
25 + 6 ln

m2
N

`2

)
σ̄4 +O

(
σ̄5
)
.

Comparison order by order yields

δã = − 1

4π2

(
1 + 2 ln

m2
N

`2

)
, (B.20)

δm̃2
σ

g2
σm

2
N

=
1

4π2

(
7 + 6 ln

m2
N

`2

)
, (B.21)

δb̃ = − 1

4π2

(
13 + 6 ln

m2
N

`2

)
, (B.22)

δc̃ =
1

12π2

(
25 + 6 ln

m2
N

`2

)
. (B.23)

If we require that σ̄ = 0, i.e. MN = mN , stays the solution of the vacuum equations we have to

choose the renormalization scale ` = mN . The change in the free energy due to the counter terms

then reads

∆ΩN = − 1

4π2

[
m3
N (gσσ̄)− 7

2
m2
N (gσσ̄)2 +

13

3
mN (gσσ̄)3 − 25

12
(gσσ̄)4 +M4

N ln
MN

mN

]
. (B.24)

This additional term has to be considered in the self-consistency equations, its derivative is given

by

∂ (∆ΩN )

∂σ̄
= − 1

4π2

[
m3
Ngσ − 7m2

Ng
2
σσ̄ + 13mNg

3
σσ̄

2 − 25

3
g4
σσ̄

3 − gσ4M3
N ln

MN

mN
− gσM3

N

]
,

=
gσ
π2

[
m2
N (gσσ̄)− 5

2
mN (gσσ̄)

2
+

11

6
(gσσ̄)

3
+M3

N ln
MN

mN

]
, (B.25)

where we have inserted the de�nition for the e�ective mass into the pure cubic term to obtain the

second line. For the parameter �t we require our model to reproduce the compression modulus K.

In the calculation of K we can see ∆ΩN as additional part to the tree-level potential and perform

the same �t procedure as in the no sea approximation. The parameters we obtain are

gω gσ b c

8.1617 8.5062 1.0784× 10−2 −6.22205× 10−3
.

The negative value of the parameter c leads to an unbounded tree-level potential for σ̄. This

problem can be cured by including the exchange of ρ mesons in the nucleon nucleon interaction,

see Refs. [34, 38, 39, 65]. In these references also a vacuum contribution ∆Ωσ due to σ loop

contributions is included. This contribution can be found in the references mentioned above and

reads

∆Ωσ =
m4
σ

(8π)2

[
(1 + φ3)2 ln(1 + φ3)− φ3 −

3

2
φ2

3 −
1

3
φ2

1(φ1 + 3φ2) +
1

12
φ4

1

]
, (B.26)
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Figure B.1: E�ect of the B-independent sea contribution ∆ΩN to the onset of nuclear matter in
the Walecka model. The di�erence between the dashed line, which includes the correction, and
the solid line, where only the B-dependent sea contribution is taken into account, is barley visible.
Therefore, this correction is neglected in the main part of this thesis.

with the abbreviations

φ1 ≡ 2bmN
g2
σ

m2
σ

(gσσ̄) , φ2 ≡ 3c
g2
σ

m2
σ

(gσσ̄)2 , φ3 ≡ φ1 + φ2 . (B.27)

Additionally including this contribution, the parameter set has to be changed again where ∆Ωσ

can bee seen as a change of the tree-level potential in the calculations. The set of parameters we

obtain are

gω gσ b c

8.1617 8.1487 5.2855× 10−3 −2.3611× 10−2
.

In the mean �eld approximation, all meson loops are neglected in the medium, therefore I

neglect this contribution in the vacuum too and will proceed solely with ∆ΩN .

It is now straightforward to extend this renormalization to the case with nonvanishing magnetic

�eld. We can simply treat the B-independent and B-dependent vacuum contributions separately,

i.e. we can put together the result from the main part and the result from this appendix,

Ω = U + ∆ΩN +
B2

2
+ ΩN,sea + ΩN,mat , (B.28)

with B2

2 + ΩN,sea given in Eq.(3.56). In the B-independent sea contribution discussed here, a

speci�c choice of ` is needed in order to keep σ̄ = 0 a solution of the vacuum equations. In

contrast, in the B-dependent sea contribution, ` only appears in a constant term, and the speci�c

choice of ` does not matter for our purposes. Therefore, any choice (such as ` = mN ) is compatible

with the renormalization discussed in the main text of this thesis.

The in�uence of this additional terms in the free energy on the vacuum masses and the onset

is shown in Fig. B.2 and Fig. B.2. For the vacuum masses the change is visible but rather small

whereas at the onset the di�erence between the two curves is barley visible and shown in the inset

of the �gure. For the onset, only ∆ΩN was taken into account due to the reasons mentioned before.

Since all these contributions change the results only quantitatively, but have no in�uence on the

nature of the results presented in this thesis, it seems justi�ed to neglect the loop contributions

for the biggest part of our calculations.
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Figure B.2: E�ects of the nucleon and meson loop corrections to the vacuum mass of the nucleon
in the Walecka model as a function of the magnetic �eld. The black, solid line is the same shown
in the main text, the dashed line includes the nucleon loop corrections and the dash-dotted line
takes both, meson and nucleon loop corrections into account.

C Vacuum solution in the eLSM

In this appendix I want to show how to rewrite the general solution for the chiral condensate in the

vacuum by using the relations for the parameters derived in Sec. 5.1. Our requirement σ̄ = Zfπ,

where fπ = 92.4 MeV represents the pion decay constant and Z = 1.67 is the pion wave function

renormalization constant, yields a numerical value of σ̄ = 154.3 MeV. The equation to solve is the

vacuum self-consistency equation for the chiral condensate,

ε+m2σ̄ − λσ̄3 +
2g2σ̄3

m2
χ

= 0 , (C.1)

where I have already used χ̄ = gσ̄2

m2
χ
. The relations we use for the constants are derived in Sec. 5.1,

λ =
1

2 (Zfπ)
2

(
m2
σ −

m2
π

Z2

)
, m2 =

1

2

(
m2
σ −

3m2
π

Z2

)
− 2g2 (Zfπ)

2

m2
χ

, ε =
fπm

2
π

Z
. (C.2)

Inserting this in Eq. (C.1) yields

fπm
2
π

Z
+

1

2

(
m2
σ −

3m2
π

Z2

)
σ̄ − 1

2 (Zfπ)
2

(
m2
σ −

m2
π

Z2

)
σ̄3 = 0 , (C.3)

where we have backtranslated Zfπ = σ̄ in order to cancel the terms proportional to gσ̄3

m2
χ
. This

equation is obviously ful�lled for σ̄ = Zfπ, which can be checked by insertion. The general solution

to Eq. (C.1), found by solving it directly using the analytic solution for cubic polynomials is given

by

σ̄ =
2m

√
3

√
λ− 2g2

m2
χ︸ ︷︷ ︸

:=c

cos

[
1

3
arccos

(
3
√

3ε

2m3

√
λ− 2g2

m2
χ

)]
≈ 154.3 MeV , (C.4)
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where we inserted the constants obtained by the parameter �t performed in Sec. 5.1. Since the

numerical values coincident, it should be possible to show the conjecture between the two solutions

analytically. This means that I want to proof that, if we insert the relations between the parameters

and the constants given in (C.2), we end up with σ̄ = Zfπ again.

σ̄ =
2m√

3c
cos

[
1

3
arccos

(
3
√

3ε

2m3
c

)]
, (C.5)

√
3cσ̄

2m
= cos

[
1

3
arccos

(
3
√

3ε

2m3
c

)]
, (C.6)

arccos

(√
3cσ̄

2m

)
=

1

3
arccos

(
3
√

3ε

2m3
c

)
. (C.7)

Now we use the fact the the arccos(z) of a complex number z can be expressed as the principal

branch of the complex natural logarithm,

arccos z = −i ln
(
x+ i

√
1− x2

)
. (C.8)

We apply this to the last line of the recent equation and cancel the factor −i on both sides.

Then we use the general rules for the natural logarithm to absorb the factor 1
3 into the argument:

1
3 lnx = lnx

1
3 . This allows us to apply the exponential function on both sides which cancels the

logarithm and yields(√
3cσ̄

2m

)
+ i

√
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4m2
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Now we compare the real and the imaginary part of the equation above separately. The cube of a

complex number of the form (a+ ib) with a, b ∈ R is given by

(a+ ib)
3

=
(
a3 − 3ab2

)
+ i
(
3a2b− b3

)
. (C.11)

The real part of the equation is hence computed to be(√
3cσ̄

2m

)3

− 3

(√
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)(
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4m2

)
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{
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4
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4
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}
σ̄3 = 0 ,

ε+m2σ̄ − λσ̄3 +
2g2

m2
χ

σ̄3 = 0 . (C.12)

In the last line we reinserted the de�nition of c2 := λ − 2g2

m2
χ
. Since we have backtransformed the

general solution to the original equation, which is solved, as seen before, by σ̄ = Zfπ, we have
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proven the equivalence of the two solutions. As a check we calculate the imaginary part too:
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In this case the easiest way to proceed is to insert the ansatz σ̄ = Zfπ and the parameters from

Eq. ((C.2)) and to show that this identity is true which can be done by hand or with the help of

Mathematica. Inserting the parameters and abbreviating a := m2
σ −

m2
π

Z2 , b := m2
σ −

3m2
π

Z2 one ends

up with
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27a
[
Z4 (a− b)2 − 4m4

π

]
4b3Z4

= 0 , (C.16)

27a

[
Z4 4m4

π

Z4
− 4m4

π

]
= 0 , (C.17)

4m4
π = 4m4

π . q.e.d. (C.18)

This �nally proves the equivalence of the solutions if the parameters are related as in ((C.2)).
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mσ [MeV] mω [MeV] mN [MeV] gω gσ b c
550 782 939 8.672 8.685 7.950× 10−3 6.952× 10−4

Table D.1: Di�erent parameter set for the Walecka model. All properties at saturation are taken
from Tab. 4.1, except for the e�ective mass at the onset, which is changed to MN = 0.78mN .
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Figure D.1: Free energy in the Walecka model for di�erent background �elds with the alternative
parameter set. For small or zero magnetic �eld there is a local minimum close to σ̄ = 0, which is
the only existent solution in the parameter set of the main text. In this set there is always a nearly
constant global minimum at large negative values of the condensate. At large magnetic �elds, a
second local minimum around σ̄ = 0.5 GeV develops, whereas a local maximum at small negative
values only exists at small magnetic �elds.

D Walecka model with di�erent parameter set

In this appendix I want to show that some properties of the vacuum solutions and the baryon onset

are indeed dependent on the choice of parameters. However, the conclusions from the main text

are not changed.

For this appendix we �t all parameters to the same saturation properties except for the e�ective

mass at the onset, which is chosen to beMN = 0.78mN , leading to the parameters which are often

found in standard literature [38, 53] and are presented in Tab. D.1. For B = 0 there are, beside

the physical solution σ̄ = 0, other solutions for the scalar condensate in the vacuum. Inserting

these parameters into the solution of the quadratic equation, given in Eq. (6.2), one obtains for

the condensate respectively the mass

σ̄ = −0.0654GeV → MN,2 = 1.5067GeV , (D.1)

σ̄ = −1.1711GeV → MN,1 = 11.1106GeV .

These three solutions and their dependence on the magnetic �eld can be read o� from the free

energy, which is shown in Fig. D.1.

In comparison to the main text, the free energy now shows several extremal values. In the

vacuum, σ̄ = 0 stays a solution to the gap equations, which ceases to exist around qB = 0.3GeV2.

For all �eld strengths, there exists a rather constant global minimum at large negative values of

the condensate, which means that this solution is actually preferred from a energetic point of view.

For larger magnetic �elds, a local maximum, which is of no physical interest, vanishes and another

local minimum at positive values of σ̄ starts to exist. These other minima are both energetically
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Figure D.2: Zoom in of the vacuum free energy at qB = 0. Beside the physical solution σ̄ = 0, a
local maximum at σ̄ = −0.0654 GeV can be seen, which converges with increasing magnetic �eld
to the local minimum developing from σ̄ = 0 and ceases to exist at the same time.

preferred, but lead to very unphysical, i.e. unnatural high or negative, values of the e�ective mass,

rendering the physical solution a metastable state. However, since these extrema strongly depend

on the choice of parameters, and only the physical solution always exists, it is safe to neglect these

other states. In Fig. D.2 I present a zoom in to the physical solution at qB = 0, where a local

maximum can be seen too. With increasing �eld, this maximum converges to the physical vacuum

solution and both ceases to exist at the same time .

The exact behavior of these extrema, which are the expectation value of the condensate σ̄ in

the vacuum, are shown in Fig. D.3.

D.1 B=0 Solutions

The change in the structure of the free energy also re�ects in the behavior of the e�ective mass as

a function of the chemical potential at vanishing background magnetic �eld, see Fig. D.4. Since

there are three vacuum solutions, they complete structure of the matter part is �S-shaped�. At the

vacuum solutions, the �S� would enter the shaded vacuum area and is cut out. If the magnetic

�eld is that high, that the lowest two solutions do not exist any more, the �S� is completely right

of the vacuum boundary. It is instructive to study the form of the free energy for this case, which

is done in Fig. D.5. In principle there are three constant, µ-independent solutions, whereas two

of them can only be distinguished in the inset, which is a zoom in. The part of the free energy,

which allows us to determine the onset at µ0 = 922.7 MeV and is presented in the main text, is

barley visible even in the inset and is marked by the second dashed box (in the inset). Since the

physical parts of the free energy and the mass as a function of the chemical potential to not di�er

qualitatively from the ones presented in the main text, they are omitted in this appendix.
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(a) All solutions to the gap equation for the scalar condensate as a function
of the magnetic �eld. The rather constant solution at large negative values of
the condensate, i.e. for a huge e�ective mass, is actually preferred and has to
be neglected. The positive solutions, starting around qB = 1.3GeV2, lead to
unphysical negative masses and have to be neglected too.
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(b) Zoom in to the physical solution, which starts at σ̄ = 0 and converges to the
solution coming from the local maximum in the free energy and ceases to exist
slightly before qB = 0.3GeV2.

Figure D.3: Scalar condensate in the Walecka model as a function of the magnetic �eld.
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Figure D.4: E�ective mass in dependence of the chemical potential at qB = 0, where the shaded
area corresponds to the vacuum. The three vacuum solutions are given by Eq. (D.1). The lowest
solution, starting at MN = mN is the physical solution which does not di�er qualitatively from
the solutions in the main text.
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Figure D.5: Free energy at qB = 0 as a function of the chemical potential. The inset shows a
zoom in, where the two constant lines correspond to the vacuum solutionsMN,2 = 1.5067GeV and
mN . The dashed box marks the area which we have to look at in order to determine the actual
onset, which is presented in the main text, and is barley visible here. One can see that the physical
solution is actually not energetically preferred, therefore the other solutions have to be neglected.
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